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Data-assimilation meets automatic differentiation for identifica-
tion of dynamical systems from irregularly-sampled, noisy data
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Abstract:
We present advances on leveraging automatic differentiation—computer-

based evaluations, via repeated application of the chain rule, of partial
derivatives of software defined functions— for learning and predicting con-
tinuous (dynamics), discrete (observation) dynamical systems that underpin
real-world messy time-series data.

We study (unknown) stochastic dynamical systems ẋ = f(x, t)+L(x, t)ẇ,
where x ∈ Rdx , x(0) = x0 ∼ N (µ0,Σ0), f is a state and/or time-dependent
drift function, L a possibly state and/or time-dependent diffusion coeffi-
cient, and ẇ the derivative of a dx-dimensional Brownian motion with co-
variance Q. Data are observed at arbitrary times {tk}Kk=1 collected via
a noisy measurement process y(t) = h

(
x(t)

)
+ η(t), where h : Rdx 7→

Rdy and η(t) ∼ N (0,Ση). We denote the collection of all parameters
as θ = {f, L, µ0,Σ0, Q, h,Ση}. Given a sequence of irregularly sampled
and noisy observations YK = [y(t1), . . . , y(tK)], we wish to (i) filter —
estimate p(x(tK)|YK , θ), (ii) smooth —estimate p({x(t)}t|YK , θ) (iii) pre-
dict —estimate p(x(t > tK)|YK , θ), and (iv) infer parameters —estimate
p(θ|YK), for systems with linear and non-linear unknown functions f and h.

We merge machine learning tools (i.e., automatic differentiation) with
state-of-the-art data-assimilation to solve all these interconnected Bayesian
inference problems [1]. We devise a framework that allows for differentiation
through filtering/smoothing algorithms [2] and the SDE solver. By virtue
of this novel synergy, we enable usage of modern optimization and inference
techniques (e.g., stochastic gradient descent, Hamiltonian Monte Carlo) for
learning and parameter inference of continuous-time dynamics. Our work
opens up novel research directions on uncertainty quantification and the
combination of mechanistic and machine-learning models for improved dy-
namical system identification from irregularly-sampled, noisy data.
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