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A river flows in the positive direction of the 𝑦 axis (see figure). Assume that the velocity of the water
depends on the 𝑥 coordinate, i.e., ⃗𝑣R(𝑥) = 𝑣R(𝑥) ⃗𝑗.

We wish to go from the pier at the origin 𝑂 (on the left margin) to the pier 𝑃, located just opposite (on the
right margin), at a distance 𝑑 from 𝑂. Our boat, 𝐵, always moves at the same speed, 𝑣B = | ⃗𝑣B|, relative to
the water, so we can only change course with the rudder.

1. (1 point) Give an integral expression for the time it takes to go from 𝑂 to 𝑃 in terms of the 𝑦 com-
ponent of the velocity of our boat relative to the water.

2. (1 point) Likewise, give an integral expression for the condition that the 𝑦 coordinate of 𝑃 is zero.

3. (2 points) Formulate the problem of finding the trajectory 𝑦(𝑥) corresponding to the shortest pas-
sage (in time). Solve it when the velocity of the water is uniform, i.e., when 𝑣R(𝑥) = 𝑣R ⃗𝑗. How long
is the crossing?

4. (3 points) Find the trajectory 𝑦(𝑥) corresponding to the shortest passage (in time) if the speed of the
water increases as the square root of the distance to the left margin, i.e., 𝑣R(𝑥) = 𝑣B√𝑥/𝑑 (notice
that the maximum speed of the water, on the right bank, coincides with that of the boat). Make a
rough sketch of the trajectory.

5. (3 points) How long is the crossing in the case of question 4? How long would it take us if we went
straight? Compare with the minimum crossing time.
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Solution

1. Let ⃗𝑟 = 𝑥 ⃗𝑖 + 𝑦 ⃗𝑗 be the position of our boat relative to the banks of the river. Then,

𝑣2
B = ̇𝑥2 + ( ̇𝑦 − 𝑣R)2.

Since 𝑑𝑡 = 𝑑𝑥/ ̇𝑥 is the time that takes for our boat to travel a distance 𝑑𝑥 away from the left bank,
we have

𝑡 = ∫
𝑥

0

𝑑𝑥′

̇𝑥(𝑥′)
= ∫

𝑥

0

𝑑𝑥′

√𝑣2
B − [ ̇𝑦(𝑥′) − 𝑣R(𝑥′)]2

= ∫
𝑥

0

𝑑𝑥′

√𝑣2
B − 𝜉2(𝑥′)2

, (1)

where
𝜉(𝑥) = ̇𝑦(𝑥) − 𝑣R(𝑥) (2)

is the 𝑦 component of the velocity of our boat relative to the water. The crossing time is, then,

𝑇 [𝜉] = ∫
𝑑

0

𝑑𝑥

√𝑣2
B − 𝜉2(𝑥)2

. (3)

Note it is a functional of 𝜉(𝑥).

2. Similarly,

𝑦 = ∫
𝑡

0
̇𝑦(𝑡′)𝑑𝑡′ = ∫

𝑡

0

̇𝑦(𝑡′)
̇𝑥(𝑡′)

[ ̇𝑥(𝑡′)𝑑𝑡′] = ∫
𝑥

0

𝜉(𝑥′) + 𝑣R(𝑥′)

√𝑣2
B − 𝜉2(𝑥′)

𝑑𝑥′. (4)

Since 𝑦(𝑑) = 0, we have

0 = 𝐶[𝜉] ∶= ∫
𝑑

0

𝜉(𝑥) + 𝑣R(𝑥)

√𝑣2
B − 𝜉2(𝑥)

𝑑𝑥 . (5)

3. • The problem of finding the trajectory 𝑦(𝑥) corresponding to the shortest passage (in time) can
be formulated as

min
𝜉

𝑇 [𝜉], subject to 𝐶[𝜉] = 0 .

The constrain 𝐶[𝜉] = 0 can be implemented through the introduction of a Lagrange multi-
plier, 𝜆. So, the problem becomes that of minimizing

𝑆[𝜉] ∶= ∫
𝑑

0

1 + 𝜆(𝜉 + 𝑣R)

√𝑣2
B − 𝜉2

𝑑𝑥 ∶= ∫
𝑑

0
𝐿(𝜉(𝑥), 𝜆)𝑑𝑥.

The Euler-Lagrange equation is simply, 𝜕𝐿/𝜕𝜉 = 0, which gives

𝜆𝑣2
B + (1 + 𝜆𝑣R)𝜉
(𝑣2

B − 𝜉2)3/2 = 0.

The solution can be written as

𝜉(𝑥) = −
𝜆𝑣2

B

1 + 𝜆𝑣R(𝑥)
. (6)

To determine 𝜆, we impose the constrain (5). Once 𝜆 is determined, we substitute in Eq. (6) to
obtain an explicit expression for 𝜉(𝑥). Finally, by substituting 𝜉(𝑥) in (3) and (4) we obtain the
duration of the crossing and the expression of the trajectory 𝑦(𝑥), respectively.
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• If 𝑣R is constant, Eq. (6) simply is

𝜉(𝑥) = −
𝜆𝑣2

B

1 + 𝜆𝑣R
= 𝜉 = constant.

Substituting in (5), we obtain

𝜉 + 𝑣R
√𝑣2

B − 𝜉2
𝑑 = 0 ⇒ 𝜉 = −𝑣R ⇒ ̇𝑦 = 0 ⇒ 𝑦 = 0 .

Thus, the best strategy is to go straight from 𝑂 to 𝑃 and, from Eq. (3), the duration of the

crossing is

𝑇 = 𝑑

√𝑣2
B − 𝑣2

R

.

4. We next assume that

𝑣R = 𝑣L√
𝑥
𝑑

. (7)

Eq. (6) becomes

𝜉(𝑥) = −
𝜆𝑣2

B

1 + 𝜆𝑣B√𝑥/𝑑
= − 𝜇

1 + 𝜇
√

𝑢
𝑣B, (8)

where we have defined the dimensionless variables 𝜇 = 𝜆𝑣B and 𝑢 = 𝑥/𝑑. Eq. (5) is

𝑑 ∫
1

0

√
𝑢 + (𝑢 − 1)𝜇

√(1 + 𝜇
√

𝑢)2 − 𝜇2
𝑑𝑢 = 0. (9)

Let us compute the corresponding indefinite integral, which will be also used to obtain 𝑦(𝑥) after
determining the value of the Lagrange multiplier 𝜇 (𝜆). The obvious change of variable that works
for this integral is 𝜇

√
𝑢 + 1 = 𝜇 cosh𝜙.

The indefinite integral we wish to compute can be written as

∫ ( 2
𝜇2 cosh𝜙 + 2 sinh2 𝜙 cosh𝜙 − 2

𝜇
cosh 2𝜙) 𝑑𝜙 = 2

𝜇2 sinh𝜙 + 2
3
sinh

3 𝜙 − 1
𝜇
sinh 2𝜙.

Undoing the change of variables we obtain

∫
√

𝑢 + (𝑢 − 1)𝜇
√(1 + 𝜇

√
𝑢)2 − 𝜇2

𝑑𝑢 = 2
3𝜇3 (1 + 𝜇2𝑢 − 𝜇

√
𝑢 − 𝜇2) √(1 + 𝜇

√
𝑢)2 − 𝜇2. (10)

Substituting the integration limits, the condition (9) [equivalent, (5)] is

2𝑑
𝜇3 (1 − 𝜇) [√1 + 2𝜇 − (1 + 𝜇)√1 − 𝜇] = 0 ⇒ 𝜇 = 1.

( One can easily check that the term in square brackets does not vanish for any real value of 𝜇 other
than 𝜇 = 0, which is not a solution.) Thus, Eq. (8) becomes

𝜉 = − 1
1 +

√
𝑢

𝑣B = − 𝑣B
1 + √𝑥/𝑑

.

Substituting 𝜇 = 1 in Eqs. (10) lead to

𝑦(𝑥) = 2𝑑
3

(𝑥
𝑑

− √𝑥
𝑑

) √(1 + √𝑥
𝑑

)
2

− 1 , (11)

which gives the optimal trajectory of our boat. Figure 1 shows a plot of it.
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Plot of the optimal trajectory. The values of the dimensionless coordinates 𝑥/𝑑 ∶= 𝑢 and 𝑦/𝑑 are displayed
on the corresponding axes.

5. • To compute the duration of the optimal passage, [Eq. (1)] we first compute the indefinite inte-
gral

∫ 1 +
√

𝑢

√(1 +
√

𝑢)2 − 1
𝑑𝑢 = 2 ∫ cosh𝜙(cosh𝜙 − 1)𝑑𝜙 = 𝜙 + (cosh𝜙 − 2) sinh𝜙,

where we have used the same change of variables we used above. We obtain

𝑇opt. = 𝑑
𝑣B

∫
1

0

1 +
√

𝑢

√(1 +
√

𝑢)2 − 1
𝑑𝑢 = 𝑑

𝑣B
arccosh2 ≈ 1, 317 × 𝑑

𝑣B
.

• Let us turn to finding the duration of the passage had we crossed along a straight line from
𝑂 to 𝑃. Recall that the speed of the water is given by Eq. (7) and that now ̇𝑦 = 0. From the
definition of 𝜉, Eq. (2), we see that

𝜉(𝑥) = −𝑣R(𝑥) = −𝑣B√𝑥
𝑑

= −𝑣B
√

𝑢. (12)

Substituting in Eq. (3) we obtain that the duration of the crossing would be

𝑇str. = 𝑑
𝑣B

∫
1

0

𝑑𝑢√
1 − 𝑢

= −2 𝑑
𝑣B

√
1 − 𝑢∣

1

0

= 2 𝑑
𝑣B

.

• We see that 𝑇opt. < 𝑇str.. More precisely, the optimal crossing is 34% shorter in time than going
straight from pier to pier.
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The photon gas (or black body radiation) is a quantummechanical system of photons in thermal equilib-
rium at temperature 𝑇 with the walls of a cavity. This thermodynamic behavior of photons in blackbody
radiation has played a crucial role in the development of physics in 20th century.

Consider a container of volume 𝑉, whose walls are maintained at temperature 𝑇. Suppose it has been
emptied of matter by a vacuum pump. However, the container cannot be entirely empty because the
walls radiate photons into the container. A portion of these photons scatter off the walls, with some of
them being absorbed and new ones being emitted continuously. Thus, an apparently empty container
actually is filled with a photon gas. When the average electromagnetic absorption and emission rates
are equal, an equilibrium exists between the photon gas and the walls of the container. That is to say,
electromagnetic radiation interacts with matter, and reaches a state of thermodynamics equilibrium at
a definite temperature.

Using statistical thermodynamics arguments, theHelmholtz free energy for the photongas in a container
with wall temperature 𝑇 and volume 𝑉 can be expressed as:

𝐹(𝑇 , 𝑉 ) = − (4𝜎
𝑐

) 𝑉 𝑇 4

3
, (1)

where 𝑉 is the container volume, 𝑇 is the wall temperature, 𝜎 is the Stefan-Boltzmann constant, and 𝑐 is
the speed of light.

1. (1 point) Find expressions for the entropy, 𝑆, and the internal energy, 𝑈, of the gas as a function of
𝑇 and 𝑉.

2. (3 points) Next, consider a slow isothermal reversible volume change of the container. The photon
gas undergoes a reversible expansion having initial and final volumes 𝑉 and 2𝑉, respectively, whilst
in equilibrium with a heat reservoir at temperature 𝑇. Find the work, 𝑊, performed by the gas, and
the heat, 𝑄, transferred between the gas and the reservoir. Both 𝑊 and 𝑄 has to be written as a
function of 𝑇 and 𝑉.

In statisticalmechanics the internal energy of the photon gas in a container of volume 𝑉 and temperature
𝑇 is

𝑈(𝑉 , 𝑇 ) = ∫
∞

0
𝑑𝜔 𝑛(𝜔) 𝐸(𝜔)

where 𝐸(𝜔) is the average energy per standing wave of frequency 𝜔, and 𝑛(𝜔)𝑑𝜔 is the number of stand-
ing waves in the interval between 𝜔 and 𝜔 + 𝑑𝜔.

3. (2 points) Compute 𝐸(𝜔). As starting point use that the probability for finding the photon gas with
energy in the interval between 𝐸 and 𝐸 +𝑑𝐸 is 𝑃(𝐸) = 1

𝑘𝑇 𝑒−𝐸/𝑘𝑇 where k is the Boltzmann constant.

4. (2 points) Compute 𝑛(𝜔)𝑑𝜔 in a cubic cavity of side 𝐿 taking into account that the photon gas is

composed of all the electromagnetic standing waves permitted in the cavity, i. e., ∑
k
, ⃗𝐴k𝑒𝑖(�⃗� ⃗𝑟−𝜔𝑡),

where the summation extends over all wave numbers producing stationary waves in the cavity,
�⃗� = 2𝜋

𝐿 (𝑛𝑥, 𝑛𝑦, 𝑛𝑧), 𝑛𝑖 = 0, ±1, ±2, .....

5. (2 points) Finally, compute1 the internal energy of the photon gas confined in a cavity of volume 𝑉
at Temperature 𝑇. Obtain the value of the Stefan-Boltzmann constant 𝜎 by matching the thermo-
dynamical and statistical results.

1You may have to use one of the following integrals

∫
∞

0
𝑑𝑥 𝑥2𝑛−1

𝑒𝑥 − 1
= (2𝜋)2𝑛𝐵𝑛

4𝑛
, 𝑛 = 1, 2, 3...

where 𝐵1 = 1
6 , 𝐵2 = 1

30 , 𝐵3 = 1
42 , 𝐵4 = 1

30 .
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Solutions

1. The differential form of the Helmholtz potential is given by

𝑑𝐹 = −𝑆𝑑𝑇 − 𝑃𝑑𝑉 . (2)

Using Eqs (1) and (2), it then follows that

𝑆 = − (𝜕𝐹
𝜕𝑇

)
𝑉

= (4𝜎
𝑐

) 4𝑉 𝑇 3

3
. (3)

The Euler form of the Helmholtz potential is

𝐹 = 𝑈 − 𝑇 𝑆 (4)

By combining Eqs. (1), (3), and (4), it can be derived that

𝑈 = 𝐹 + 𝑇 𝑆 = (4𝜎
𝑐

) 𝑉 𝑇 4. (5)

2. The work performed by the gas is

𝑊 = − ∫
2𝑉

𝑉
𝑃𝑑𝑉 (6)

As the temperature is constant, Eq. (2) gives 𝑑𝐹 = −𝑃𝑑𝑉, thus

𝑊 = ∫
2𝑉

𝑉
𝑑𝐹 = 𝐹(𝑇 , 2𝑉 ) − 𝐹(𝑇 , 𝑉 ) = − (4𝜎

𝑐
) 𝑉 𝑇 4

4
. (7)

The heat transferred during the process is

𝑄 = ∫ 𝑇 𝑑𝑆 = ∫ 𝑇 (𝜕𝑆
𝜕𝑉

)
𝑇

𝑑𝑉 (8)

Using Eq. (3), it can be obtained that

(𝜕𝑆
𝜕𝑉

)
𝑇

= (4𝜎
𝑐

) 4𝑇 3

3
. (9)

It then follows that

𝑄 = ∫
2𝑉

𝑉
(4𝜎

𝑐
) 4𝑇 4

3
𝑑𝑉 = (4𝜎

𝑐
) 4𝑉 𝑇 4

3
. (10)

3. The average value of the energy will be

̄𝐸 =
∑𝑛 𝐸𝑛𝑃(𝐸𝑛)

∑ 𝑃(𝐸𝑛)

where the sum extends over all possible values of the energy.

The energy of the gas of photons of frequency 𝜔 will take the values ℏ𝜔, 2ℏ𝜔, 3ℏ𝜔, … , according to
the number of photons with this frequency present in the gas; then

𝐸(𝜔) =

∞
∑
𝑛=0

𝑛 ℏ𝜔 𝑒−𝑛ℏ𝜔/𝑘𝑇

∞
∑
𝑛=0

𝑒−𝑛ℏ𝜔/𝑘𝑇
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The denominator is simple to compute:
∞
∑
𝑛=0

(𝑒−𝑥)𝑛 = (1 − 𝑒−𝑥)−1, where we introduced the notation

𝑥 = ℏ𝜔/𝑘𝑇.

Now, notice the following

𝐸(𝜔) = 𝑘𝑇

∞
∑
𝑛=0

𝑛 𝑥 𝑒−𝑛𝑥

∞
∑
𝑛=0

𝑒−𝑛𝑥
= −𝑘𝑇 𝑥 𝑑

𝑑𝑥
ln

∞
∑
𝑛=0

(𝑒−𝑥)𝑛.

Therefore,

𝐸(𝜔) = −ℏ𝜔 𝑑
𝑑𝑥

ln (1 − 𝑒−𝑥)−1 = ℏ𝜔 1
𝑒𝑥 − 1

= ℏ𝜔
𝑒ℏ𝜔/𝑘𝑇 − 1

.

4. The wave numbers of the possible standing waves have to satisfy

(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = 2𝜋
𝐿

(𝑛𝑥, 𝑛𝑦, 𝑛𝑧), 𝑛𝑖 = 0, ±1, ±2, ....

Hence, the number Δ𝑛𝑥 of possible values of the component 𝑘𝑥 in the interval Δ𝑘𝑥 is equal simply
to the number of values of 𝑛𝑥 in the corresponding interval, then

(Δ𝑛𝑥, Δ𝑛𝑦, Δ𝑛𝑧) = 𝐿
2𝜋

(Δ𝑘𝑥, Δ𝑘𝑦, Δ𝑘𝑧)

The number of possible oscillationmodes forwhich the components of thewave vector lie in the cell
of sides Δ𝑘𝑥, Δ𝑘𝑦, Δ𝑘𝑧 is the product of those numbers that is, Δ𝑛𝑥Δ𝑛𝑦Δ𝑛𝑧 = 𝑉 /(2𝜋)3Δ𝑘𝑥Δ𝑘𝑦Δ𝑘𝑧.
In the same way, the number of modes for which the absolute value of 𝑘 lies in the range between
𝑘 and 𝑘 +𝑑𝑘 is 𝑛(𝑘)𝑑𝑘 = 𝑉 /(2𝜋)3 4𝜋 𝑘2 𝑑𝑘. Using that 𝜔 = 𝑘𝑐 andmultiplying by 2 (since there are two
independent polarizations for each mode), we obtain the number of quantum states of photons
with frequencies between 𝜔 and 𝜔 + 𝑑𝜔:

𝑛(𝜔)𝑑𝜔 = 𝑉
𝜋2𝑐3 𝜔2 𝑑𝜔

5. Collecting the above results, we obtain for the internal energy:

𝑈(𝑉 , 𝑇 ) = 𝑉
𝜋2𝑐3 ∫

∞

0
𝑑𝜔 𝜔2 ℏ𝜔

𝑒ℏ𝜔/𝑘𝑇 − 1
= 𝑉 𝑇 4 𝑘4

𝜋2𝑐3ℏ3 ∫
∞

0
𝑑𝑥 𝑥3

𝑒𝑥 − 1
= 𝜋2𝑘4

15𝑐3ℏ3 𝑉 𝑇 4

where we used the footnote to get ∫∞
0

𝑑𝑥 𝑥3

𝑒𝑥−1 = (2𝜋)4

8⋅30 .

Using thermodynamic considerations we got in question 1 that 𝑈(𝑉 , 𝑇 ) = 4𝜎
𝑐 𝑉 𝑇 4, therefore

𝜎 = 𝜋2𝑘4

60𝑐2ℏ3 .
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Confining charged particles in free space is a challenging task1.

Circular paths of cyclotron frequency 𝜔𝑐 are achieved in 𝑧 = 𝑐𝑜𝑛𝑠𝑡 planes by applying a homogeneous
magnetic field �⃗� = (0, 0, 𝐵), but the motion in the 𝑧 direction is not controlled. Nevertheless, this motion
could be confined in principle by the restoring force of a harmonic electrostatic potential 𝑉 (𝑧) ∝ 𝑧2.

In free space the Laplace equation forces this potential to also depend on the 𝑥 or 𝑦 coordinates in
somehow prescribed forms. Consider

𝑉 (𝑥, 𝑦, 𝑧) = 1
2

𝑉0 ( 𝑧
𝑑

)
2

+ 𝑓(𝑥, 𝑦)

where 𝑉0 and 𝑑 are arbitrary constants and 𝑓 is a function of 𝑥 and 𝑦 to be determined.

1. (1 point) Determine 𝑓(𝑥, 𝑦) such that a) the potential satisfies Laplace equation and b) it is rotationally
symmetric around the 𝑧-axis and homogeneous. Determine the sign of 𝑉0 to get a confining potential
on the 𝑧-axis.

2. (1 point) Draw2 equipotential surfaces in the plane 𝑥𝑧 for 𝑉 > 0 and for 𝑉 < 0. Indicate the values
of the potential in these surfaces in terms of 𝑉0, 𝑑 and their minimal radial and axial distances to the
origin of coordinates 𝑂 (call them 𝜌0, 𝑧0, ... etc. as appropriate). Also draw electric field lines in the four
quadrants.

3. (1 point) Consider now two equipotential surfaces passing by the points 𝐶(0, 0, 𝑧0) and 𝑅(𝑥0, 0, 0).
Determine 𝑑 and the ratio 𝑧0/𝑥0 so that the potential difference between them is 𝑉0 and the absolute
value of the potential on them be equal, |𝑉𝐶| = |𝑉𝑅|.

We have seen that using an electrostatic potential it is not possible to generate potential minima in free
space but only saddle points. Nevertheless it is possible to achieve three dimensional confinement by
combining an electric field with an axial magnetic field.

This is the idea of the Penning trap that is achieved by the superposition of the homogeneous magnetic
field3 �⃗� = (0, 0, 𝐵) and the electric field ⃗𝐸generated by the static potential 𝑉 (𝑥, 𝑦, 𝑧)whichwas obtained in
question 3 above. This potential is generated by simply applying a D. C. voltage 𝑉0 between a conducting
surface (the so called ring electrode) and the two conducting surfaces (end cap electrodes), as shown in
the figure.

Penning trap setup
Particle trajectory

1These particles can be electrons, protons, ions, etc. Hereinafter call 𝑞 and 𝑚 to their charges and masses.
2A freehand sketch is enough, it not need be scaled, but include what you think is relevant to the question.
3Here we will assume that the magnetic field points in the positive direction of the z axis.
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4. (0.5 points) Determine the equations describing the ring and the end cap surfaces.

The dynamics of the charged particle in the trap can be derived from the Lagrangian4

𝐿( ⃗𝑟, ̇⃗𝑟) = 1
2

𝑚 ̇⃗𝑟
2

− 𝑞 𝑉 ( ⃗𝑟) + 𝑞 ̇⃗𝑟 ⋅ ⃗𝐴( ⃗𝑟)

5. (1.5 points) Get the equations of motion of the charged particle in the trap in terms of the axial fre-
quency along the 𝑧 axis, 𝜔𝑧, and the cyclotron frequency, 𝜔𝑐, of the particle. Determine the frequencies
of this motion, calling 𝜔+ (reduced cyclotron frequency) and 𝜔− (magnetron frequency) to the highest
and the lowest of them respectively. Determine the trapping condition for the transverse motion in the
𝑥, 𝑦 plane, i. e., the minimum value of the magnetic field such that the particle motion on the plane is
bounded.

6. (2 points) Obtain the angularmomentum ⃗𝐽 of and the time dependence of its 𝑧 component 𝐽𝑧 (consider
only spinless particles).

7. (3 points) Show that the resulting transverse trajectory of the particle is the superposition of a rapid
cyclotron motion and a slow magnetron motion. In general the transverse motion will be quasiperiodic.
Under what conditions will the three-dimensional movement be periodic?. Determine the trajectory for
initial conditions ⃗𝑟 = (𝜌0, 0, 0) and ⃗𝑣 = (0, 0, 0) at 𝑡 = 0. Determine the bounds of the radial variable

𝜌 = √𝑥2 + 𝑦2. Finally, find 𝐽𝑧 and the particle energy.

4For a homogeneous magnetic field the magnetic potential can be taken as ⃗𝐴 = 1
2 �⃗� × ⃗𝑟.

Penning Trap, page 2/5



Preliminares de PLANCKS 2020

SOLUTION

1. Determine 𝑓(𝑥, 𝑦)

• 𝑓 is rotationally symmetric → 𝑓(𝑥, 𝑦) = 𝑓(𝜌) where 𝜌 = √𝑥2 + 𝑦2.

• 𝑓 is homogeneous → 𝑓(𝑥, 𝑦) = Φ𝜌𝑛 where Φ, 𝑛 are constant to be determined.

• Laplace equation: 𝜕2𝑓
𝜕𝑥2 + 𝜕2𝑓

𝜕𝑦2 + 𝑉0
𝑑2 = 0 → 𝑛 = 2 and Φ = − 𝑉0

4𝑑2 .

Finally, 𝑉 (𝑥, 𝑦, 𝑧) = 𝑉0
2𝑑2 (𝑧2 − 1

2 𝜌2) whith 𝜌 = √𝑥2 + 𝑦2.

The force on the 𝑧 axis is 𝐹𝑧 = −( 𝑞𝑉0
𝑑2 )𝑧; it is a confining force if it is restoring ( 𝑞𝑉0

𝑑2 ) > 0 → sign 𝑉0 = sign 𝑞.

2. Drawings

For 𝑞 < 0, the electric field lines flow in the opposite direction to that shown in the drawing.

3.

• 𝑉𝐶 − 𝑉𝑅 = 𝑉0
2𝑑2 (𝑧2

0 + 1
2 𝜌2

0) = 𝑉0 → 𝑑2 = 1
2 (𝑧2

0 + 1
2 𝜌2

0)

• |𝑉𝐶| = |𝑉𝑅| → 𝑧2
0 = 𝜌2

0/2 → ( 𝑧0
𝜌0

) = 1√
2

4.

• End cap surfaces 𝑧2 − 1
2 (𝑥2 + 𝑦2) = 𝑧2

0

• Ring surface 𝑧2 − 1
2 (𝑥2 + 𝑦2) = − 1

2 𝑟2
0

5. From the Lagrangian 𝐿( ⃗𝑟, ̇⃗𝑟) = 1
2 𝑚 ̇⃗𝑟

2
− 𝑞 𝑉 ( ⃗𝑟) − 1

2 𝑞 ̇⃗𝑟 ⋅ ( ⃗𝑟 × �⃗�)

• ⃗𝑝 = 𝜕𝐿
𝜕 ̇⃗𝑟 = 𝑚 ̇⃗𝑟 − 1

2 𝑞 ( ⃗𝑟 × �⃗�)

• �⃗� = 𝜕𝐿
𝜕 ⃗𝑟 = −𝑞∇⃗𝑉 + 1

2 𝑞 ( ̇⃗𝑟 × �⃗�)

Then, the Lagrange equations, ̇⃗𝑝 = �⃗�, give
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𝑚 ̈⃗𝑟 − 1
2

𝑞 ( ̇⃗𝑟 × �⃗�) = −𝑞 ∇⃗𝑉 + 1
2

𝑞 ( ̇⃗𝑟 × �⃗�) ,

written in components:

• ̈𝑥 = 1
2 𝜔2

𝑧 𝑥 + 𝜖 𝜔𝑐, ̇𝑦

• ̈𝑦 = 1
2 𝜔2

𝑧 𝑦 − 𝜖 𝜔𝑐 ̇𝑥

• ̈𝑧 = −𝜔2
𝑧 𝑧

where 𝜖 is the sign of the particle’s charge, 𝑞 = 𝜖|𝑞|;, 𝜔𝑐 = |𝑞|𝐵/𝑚 and 𝜔𝑧 = √𝑞𝑉0/𝑚𝑑2 are the cyclotron
and axial frequencies respectively. The motions transversal and along the 𝑧 axis remain decoupled. The
equations for 𝑥 and 𝑦 can be rewriten as

̈ ⃗𝜌 + 𝑖𝜖𝜔𝑐𝜎2
̇⃗𝜌 − 1

2
𝜔2

𝑧 ⃗𝜌 = 0

where ⃗𝜌 = (𝑥, 𝑦)⊤ is projection of the vector position onto the plane 𝑥𝑦 and 𝜎2 is the Hermitian Pauli
matrix. Instead, they can also be put in terms of the complex variable 𝜌 = 𝑥 + 𝑖𝑦

̈𝜌 + 𝑖𝜖𝜔𝑐 ̇𝜌 − 1
2

𝜔2
𝑧𝜌 = 0

which will be used hereafter. Taking 𝜌 ∝ 𝑒𝑖𝜔𝑡 gives

𝜔2 + 𝜖𝜔𝑐𝜔 + 1
2

𝜔2
𝑧 = 0, ⇒ 𝜔 = 𝜖𝜔± where 𝜔± = 𝜖

2
(𝜔𝑐 ± √𝜔2

𝑐 − 2𝜔2
𝑧)

In order that the motion be bounded both frequencies have to be real, leading to the trapping condition

𝜔2
𝑐 − 2𝜔2

𝑧 > 0 → 𝐵2 > 2𝑚𝑉0
𝑞𝑑2

which gives the minimal magnetic field able to compensate the runaway effect of the radial electric field.

6. The angular momentum is ⃗𝐽 = ⃗𝑟 × ⃗𝑝. Taking eq.(1) into account:

⃗𝐽 = 𝑚 ⃗𝑟 × ̇⃗𝑟 + 𝑞 ⃗𝑟 × ⃗𝐴 = 𝑚 ⃗𝑟 × ̇⃗𝑟 + 1
2

𝑞 ⃗𝑟 × (�⃗� × ⃗𝑟)

In components:

• 𝐽𝑥 = 𝑚 ((𝑦 ̇𝑧 − ̇𝑦𝑧) − 𝜔𝑐
2 𝑥𝑧)

• 𝐽𝑦 = 𝑚 ((𝑧 ̇𝑥 − ̇𝑧𝑥) − 𝜔𝑐
2 𝑥𝑦)

• 𝐽𝑧 = 𝑚 ((𝑥 ̇𝑦 − ̇𝑥𝑦) − 𝜔𝑐
2 (𝑥2 + 𝑦2))

The 𝑧 component is constant, ̇𝐽𝑧 = 𝑚 ((𝑥 ̈𝑦 − ̈𝑥𝑦) − 𝜔𝑐(𝑥 ̇𝑥 + 𝑦 ̇𝑦)) = 0 as can be seen after replacing in ̈𝑥, ̈𝑦
the values given by the Lagrange equations. From the initial conditions of the problem (given in question
7 below) we can get its value, 𝐽𝑧 = 1

2 𝑚𝜔𝑐𝜌2
0.

7. The solution can be finally written as the superposition of the rapid cyclotron oscillationwith frequency
𝜔+ and the slower magnetron oscillation with frequency 𝜔−.

𝜌 = 𝜌+𝑒𝑖𝜖𝜔+𝑡 + 𝜌−𝑒𝑖𝜖𝜔−𝑡
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where the constants 𝜌± will be determined by the initial conditions. The motion will be periodic when at
some time 𝑡, after an integer number of periods 𝑇𝑧, 𝑇+, and 𝑇− have elapsed, the particle returns to its
initial conditions. This requires that 𝜔−/𝜔+ and 𝜔𝑧/𝜔+ are rational numbers.

The initial conditions ⃗𝑟 = (𝜌0, 0, 𝑧0)and ⃗𝑣 = (0, 0, 0) give

𝜌+ = − 𝜔−
𝜔+ − 𝜔−

𝜌0, and 𝜌− =
𝜔+

𝜔+ − 𝜔−
𝜌0

Finally, the path followed by the particle is:

• 𝑥 = 𝜌0
𝜔+−𝜔−

(−𝜔− cos𝜔+𝑡 + 𝜔+ cos𝜔−𝑡)

• 𝑦 = 𝜖𝜌0
𝜔+−𝜔−

(−𝜔− sin𝜔+𝑡 + 𝜔+ sin𝜔−𝑡)

• 𝑧 = 𝑧0 cos𝜔𝑧𝑡

The radial variable is

|𝜌| = 𝜌0
𝜔+ − 𝜔−

√𝜔2
+ + 𝜔2

− − 2𝜔+𝜔− cos(𝜔+ − 𝜔−)𝑡

so that

𝜌 < |𝜌| <
𝜔+ + 𝜔−
𝜔+ − 𝜔−

𝜌0

The particle energy is a constant; it can be obtained from the initial conditions:

𝐸 = 1
2

𝑚 ̇𝑟2 + 𝑞𝑉 ( ⃗𝑟) = 1
2

𝑚𝑣2 − 1
4

𝑚𝜔2
𝑧𝜌2

0
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By quantum Zeno effect we refer to the ”freezing” of the observed dynamics of a quantum system when
it is subjected to very frequent quantum measurements.

[The first paragraphs are a brief introduction to quantum measurements - you can skip it if you are familiar
with it ]

The measurement process is described in standard quantum physics by its own postulate. Imagine that
you have a quantum system in a pure state |𝜓⟩. An ideal measuring apparatus is a device that measures
an associated observable, 𝑂. The latter is an Hermitian operator with eigenstates 𝜙1, 𝜙2, … , and eigen-
values 𝑜1, 𝑜2, … We can express the quantum state as a linear superposition of observable eigenstates,
|𝜓⟩ = ∑𝑛 |𝑐𝑛|2|𝜙𝑛⟩. Then, according to the postulate, a quantum measurement is a probabilistic process

whose possible outcomes are the eigenvalues of 𝑂, 𝑜1, 𝑜2, … , which happen with probability 𝑝 = |𝑐1|2,
|𝑐2|2, … , respectively.

As an example consider a two-level system. A complete basis spanning the Hilbert space is given by the
two states,

|1⟩ = (
1
0
) , |2⟩ = (

0
1
) .

For example, |1⟩ and |2⟩ could be two atomic levels. We define the observable 𝜎𝑧,

𝜎𝑧 = (
1 0
0 −1

) ,

which is also known as z-Pauli matrix. Imagine an atom and is initially in a linear superposition state,

|𝜓⟩ = 𝑐1|1⟩ + 𝑐2|2⟩,

and then wemeasure 𝜎𝑧 (this could be done, for example, bymeasuring the photoluminescence emitted
by the atom, whichmay be level-dependent and, thus, be used to detect the atomic state). Themeasure-
ment outcome will be 1 or −1 with probability |𝑐1|2 or |𝑐2|2, respectively.

[OK, enough revision - this is the problem.]

Consider now a two-level system subjected to the Hamiltonian,

𝐻 = ℏΩ
2

𝜎𝑥, (1)

where 𝜎𝑥 is the x-Pauli matrix

𝜎𝑥 = (
0 1
1 0

)

1. (2 points) The two level system is initially in the state |𝜓(0)⟩ = |1⟩. Calculate the evolution of the
quantum state, |𝜓(𝑡)⟩.

2. (4 points) Consider now that the system is initially in the state |𝜓(0)⟩ = |1⟩. You perform 𝑁 mea-
surements of 𝜎𝑧 separated by very short intervals of time, Δ𝑡, up to a total time 𝑡 = 𝑁Δ𝑡. Δ𝑡 is very
short compared to the typical time scale of Hamiltonian evolution, Δ𝑡 Ω ≪ 1. We define 𝑃 (𝑁)

1 (𝑡) as
the probability that all the 𝑁 measurement outcomes are 𝜎𝑧 = 1. This is the same as saying that

the system remains in state |1⟩ during the whole experiment. Calculate 𝑃 (𝑁)
1 (𝑡) and find out a time

at which 𝑃 (𝑁)
1 (𝑡) = 𝑒−1, with 𝑒 the base of the natural logarithm. Hint: you have to use the following

limit,

𝑒−𝑥 = lim
𝑛→∞

(1 − 𝑥
𝑛

)
𝑛

.
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3. (1 point) Very briefly explain how the result in the previous part implies that the dynamics of the
quantum system is slowed down by the measurement process.

4. (1 points) Consider now that the system is not subjected to anyHamiltonian dynamics, that is, Ω = 0.
However, the state |1⟩ is unstable and it can decay to the level |2⟩, for example, by radiative emission
of photons. This means that if, the system is initially at state |1⟩, the probability that it stays in |1⟩
after a time 𝑡 is 𝑝1(𝑡) = 𝑒−𝛾𝑡, with 𝛾 the decay rate.

Imagine now that you monitor the system in the same way as in part (ii). That is, you measure

the value of 𝜎𝑧 at very short time intervals Δ𝑡. What is the now the probability 𝑃 (𝑁)
1 (𝑡) that all

measurement outcomes are 𝜎𝑧 = +1. Compare the result of (iv) with the one of part (ii) form the
perspective of the slowing down of the system’s dynamics.

5. (2 points) Is the zeno effect a general property, i. e., valid for arbitrary states in a two-level system
with a Hamiltonian linear in the Pauli’s matrices, like the one given in (1)? Check if this is the case.

1. SOLUTION. -
|𝜓(𝑡)⟩ = cos(Ω𝑡/2)|1⟩ − 𝑖 sin(Ω𝑡/2)|2⟩

(This can be obtained by explicitly solving the Schroedinger equation with 𝑐1(0) = 1, 𝑐2(0) = 0)

2. SOLUTION.- Everytime you measure, the probability of getting a +1 outcome is cos(ΩΔ𝑡/2)2 (because
we are assuming that the previous measurement outcome was also +1). Thus,

𝑃 (𝑁)
1 (𝑡) = cos(ΩΔ𝑡/2)2𝑁 ≈ (1 − 1

2
(ΩΔ𝑡/2)2)

2𝑁
= (1 − (Ω2Δ𝑡)𝑡

8𝑁
)

2𝑁

The limit 𝑁 → ∞ is
𝑃 (𝑁)

1 → 𝑒−(Ω2Δ𝑡/4)𝑡

An the time needed for that probability to get to 𝑒−1 is just the inverse of the Zeno decay rate Ω2Δ𝑡/4.

Variations of this problem could include questions like, what is the probability of measuring +1 at time
𝑡, irrespective of the outcome of previous measurements. This is a very typical problem in Markovian
processes, but it involves using the binomial distribution and it turns into a mathematical problem. An-
other question could be: what is the average number of ”quantum jumps” between 0 and 𝑡, or what is
the probability distribution of the number of jumps (this is a Poissonian)

3. SOLUTION.- There is an effective decay rate that decreases with Δ𝑡, thus, it tends to zero as the time
interval between measurements decreases. Actually, the typical evolution time without measurements
is Ω−1, which becomes longer by a factor 1/(ΩΔ𝑡) if the system is being observed.

4. SOLUTION.- Same as before, but now

𝑃 (𝑁)
1 (𝑡) = (𝑒−𝛾Δ𝑡)𝑁 = 𝑒−𝛾𝑡

So, no slowing down, just the same decay as when the system is not observed.

5. SOLUTION.- Any generic Hamiltonian 𝐻 = ℏΩ
2 �̂� ⋅ �⃗� can be put in the form (1) by means of a rotation,

therefore it is enough to consider this Hamiltonian (1) with an arbitrary initial state of the form |𝜓(0)⟩ =

(
𝑎
𝑏
) with |𝑎|2 + |𝑏|2 = 1. The 𝜎𝑥 eigenvectors are 𝜆 = ±1 and its eigenstates

|𝜆⟩ = 1√
2

(
1

±1
)

that we called before |1⟩, |2⟩ for 𝜆 = 1, −1 respectively. In this basis
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|𝜓(0)⟩ = (𝑎 + 𝑏)√
2

|1⟩ + (𝑎 − 𝑏)√
2

|2⟩.

We can write
𝐻 = ∑

𝜆=±1
𝐸𝜆|𝜆⟩ ⟨𝜆|, ⇒ 𝑒−𝑖 𝐻

ℏ 𝑡 = ∑
𝜆=±1

𝑒−𝑖 𝐸𝜆
ℏ 𝑡|𝜆⟩ ⟨𝜆|

with 𝐸𝜆 = 𝜆ℏΩ/2, therefore

|𝜓(𝑡)⟩ = (𝑎 + 𝑏)√
2

𝑒−𝑖 Ω𝑡
2 |1⟩ + (𝑎 − 𝑏)√

2
𝑒+𝑖 Ω𝑡

2 |2⟩.

It is straightforward to get

⟨𝜓(0)|𝜓(𝑡)⟩ = |𝑎 + 𝑏|2

2
𝑒−𝑖 Ω𝑡

2 + |𝑎 − 𝑏|2

2
𝑒𝑖 Ω𝑡

2 ,

so the probability of finding the initial state after a time 𝑡 is

𝑃𝜓(0)(𝑡) = |⟨𝜓(0)|𝜓(𝑡)⟩|2 = 1
2

(1 + 𝑅2) + 1
2

(1 − 𝑅2) cosΩ𝑡 = cos2 Ω𝑡
2

+ 𝑅2 sin2 Ω𝑡
2

where we used that |𝑎|2 + |𝑏|2 = 1 and1 𝑅 ∶= 𝑎𝑏∗ + 𝑎∗𝑏 . For very small times Δ𝑡 ≪ 1/Ω

𝑃𝜓(0)(Δ𝑡) ≈ 1 − 1
4

(1 − 𝑅2)(ΩΔ𝑡)2

Then, the probability of a sequence of 𝑁 measurements spaced by very small time intervals Δ𝑡 (so that
𝑡 = 𝑁Δ𝑡), getting always the initial state is

𝑃 𝑁
𝜓(0)(Δ𝑡) = (1 − (1 − 𝑅2)Ω2Δ𝑡

4𝑁
𝑡)

𝑁

= 𝑒− (1−𝑅2)Ω2Δ𝑡
4 𝑡

Finally, the result for the general case with 𝑎, 𝑏 arbitrary, is the tiny decay rate (1−𝑅2)Ω2Δ𝑡
4 ≤ Ω2Δ𝑡

4 ≪ Ω
2 .

For vanishing 𝑎 or 𝑏, 𝑅 = 0, recovering the previous result

1With all generality 𝑎 = 𝑒𝑖𝛼 cos𝜑, 𝑏 = 𝑒𝑖𝛽 sin𝜑, ⇒ 𝑅 = cos(𝛼 − 𝛽) sin2𝜑, −1 ≤ 𝑅 ≤ 1. The cases 𝑎 = ±𝑏 ⇒ 𝑅2 = 1 correspond
to eigenstates of the Hamiltonian and there is no evolution
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