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Abstract. This paper describes the system developed by Aholab Signal

Processing Laboratory for the Albayzin 2012 audio segmentation eval-

uation campaign. A model based audio segmentation system that con-

siders seven models (clean speech, narrow band speech, speech+music,

speech+noise, music, silence, silence+music) has been built. This main

system has a 21% of segmentation error in the development recordings.

A post-processing step that analyzes the speech segments has been added

to the main system, with a 27% improvement in the results of the music

class, reducing the final segmentation error to 20%.
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1 Introduction

Automatic audio segmentation is the process of dividing the audio stream into
homogeneous sections according to its content. Depending on the application,
the goal of the automatic segmentation process may be very diverse: separating
speech from noise and music [1], separating male voice from female voice [2],
separating the segments corresponding to di↵erent speakers [3], etc. Automatic
audio segmentation has many applications and usually is used as a first pre-
processing step to improve the performance of other systems like automatic
speech recognition [4], speaker identification [5], content-based audio indexing
and information retrieval [6],...

Three segmentation techniques have been mainly applied in automatic audio
segmentation:

– Metric based segmentation: in these methods an acoustic distance measure is
used to evaluate the similarity between two adjacent windows shifted along
the audio stream. The audio stream is segmented at maxima of the distances
and di↵erent regions are labeled in the stream accordingly. The most common
distance measures applied are Kullback-Leibler Distance [7], Hotlling”s T 2

Distance [8] and Generalized Likelihood Ratio [9].
– Model based segmentation: a set of statistical models are built for each of

the acoustic classes to be labeled (speech, noise, music, speech+noise,...).
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Segmentation boundaries are assumed where there is a change in the acoustic
class. Gaussian mixture models (GMM) [10], Hidden Markov Models (HMM)
[11] and Artificial Neural Networks (ANN) [12] have all been applied to the
model based audio segmentation task.

– Model selection based segmentation: these techniques apply a criterion to
select the most suitable way to model an audio segment between using a
single model for all the segment or using two di↵erent models. Usually the
Bayesian Information Criterion (BIC) is applied for the model selection [13]
[14], although some other hybrid criteria have also been proposed [15].

The Spanish Thematic Network for Speech Technologies (Red Temática en Tec-
noloǵıas del Habla1) organizes each two years evaluation campaigns to objec-
tively assess the validity of the algorithms developed for di↵erent speech tech-
nology related systems. In these campaigns, di↵erent research groups test their
algorithms with a shared database, which allows for performance comparison
and helps identifying new trends. Evaluations of text to speech systems [16] [17],
automatic machine translation, language identification, diarization systems [18]
and automatic audio segmentation [19] have been organized in past editions. This
year one of the campaigns organized deals again with automatic audio segmen-
tation. This paper describes the system developed by Aholab Signal Processing
Laboratory to take part in this evaluation campaign.

The rest of the paper is organized as follows: section 2 presents the description
of the system developed and the database used for training. The results obtained
by the system are detailed in section 3 and finally section 4 deals with the
conclusions of the work.

2 Description of the Proposed System

Figure 1 shows a diagram of the proposed Audio Segmentation System. In the
first step a Viterbi segmentation is performed to locate the boundaries of the
di↵erent acoustic events (speech, music, speech+music, specch+noise...) in the
audio stream. Then, the labels obtained in the first step are treated in order to
refine the boundaries, discard short silences and correct other minor mistakes.
Finally, the speech segments are post-processed individually in order to identify
those with low level music in the background.

In the following sections, the database used will be presented and each step
of the system will be described in detail.

2.1 Database

The Albayzin 2012 database includes broadcast speech from the archive of Cor-
poración Aragonesa de Radio y Televisión (CARTV). It contains around four
hours of audio for development and another sixteen hours for testing. The Al-
bayzin 2012 organization also provided for training the Catalan broadcast news

1 http://www.rthabla.es/.
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Audio Segmentation System by Aholab for Albayzin 2012

Fig. 1. Diagram of the proposed Audio Segmentation System

database from the 3/24 TV channel used in the 2010 Albayzin Audio Segmenta-
tion Evaluation [20]. The characteristics of this database are very di↵erent from
the ones of CARTV. Due to the fact that the test database is also extracted
from Aragón Radio database, only the CARTV database has been used in the
development of the proposed audio segmentation system.

2.2 Viterbi Segmentation

A separate GMM model with 1024 mixtures was trained for clean speech, music,
speech+noise, speech+music, narrow band speech, silence, and silence+music,
using around four minutes of audio (for each model) of the development record-
ings of the database. The narrow band speech, silence and silence+music models
have been included in order to improve the results of the system with these
training recordings. The audio segments used to train the narrow band speech
correspond to low pass filtered speech which is mostly labeled as speech+noise
in the Albayzin 2012 reference labels. The silence and silence+music models
have been trained with audio segments that correspond to pauses between sen-
tences from the development recordings, taking into account the music in the
background. These seven models are used in a Viterbi segmentation in order to
detect the audio segments which contain the described acoustic events. Devel-
opment experiments showed that the addition of derivatives of MFCC provided
better segmentation results and that the use of 6 MFFC improved the location of
the audio segments boundaries, therefore 6 MFCC with first and second deriva-
tives were used for the classification. Finally, the segmentation labels obtained
are mapped to the output classes that must be considered by the system (speech,
music and noise) and are provided to the next module of the system, the label
post-processing module.
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2.3 Label post-processing

The aim of this step is to refine the boundaries, to discard short silences and to
correct some minor errors made by the segmentation process. In the first place,
silences shorter than 800 ms. are removed. These segments often correspond to
pauses between words instead of boundaries between di↵erent audio segments,
therefore they are eliminated and assimilated to the adjacent segments.

Development experiments also showed that short segments labeled as speech
with noise in the segmentation process usually corresponded in fact to segments
of speech with music in the background. This erroneous labeling occurred when
the music was di↵erent from the one present in the training material of the
model. In consequence, speech+noise segments shorter than 2.5 s. are relabeled
in this post-processing step as speech+music. Similarly, segments labeled as si-
lence+music longer than 800 ms. are relabeled as music. Finally, consecutive
segments with the same label are unified in order to improve the performance
of the post-processing step.

2.4 Speech segments post-processing

In this final step, the speech segments are processed in order to search for low
level music in the background. When this low level music appears, the previous
steps often mark the segments as clean speech, so a post-processing step as the
one proposed in [21] is necessary to reduce the final error. First, a separate
GMM G

voice

with 1024 mixtures is trained using around fifteen minutes of real
clean speech from the development recordings of the database. Similarly, a GMM
G

music

is trained using another fifteen minutes of speech with low level music.
Finally, every segment labeled as clean speech is processed and if they are better
modeled by G

music

than by G
voice

, the music label is added to the already
existing speech label. Development experiments showed that, the use of 12 MFFC
provided better results in this task, therefore, 12 MFCC with first and second
derivatives were used for the classification in this step.

3 Results

This section presents the results obtained by the system in the development
recordings of the Albayzin 2012 database. Table 1 shows the error of the proposed
system after the segmentation and the label post-processing steps (main system)
and after the speech segments post-processing module (post-processing). These
results were obtained with the evaluation script provided by the Albayzin 2012
organization.

Table 2 presents the average CPU time required in order to process the
development recordings. The time required for the post-processing step is also
shown. These measures were made on a quad-core Intel Xeon 2.27 GHz computer
with 32 GB memory.

As displayed in Table 1, there is a large variability in the obtained values,
particularly for the main system, due principally to errors in the music and
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Session Main system Post-processing Session Main system Post-processing
1 25.67% 25.67% 17 1.61% 1.61%
2 39.68% 12.71% 18 5.02% 5.02%
3 43.99% 43.99% 19 28.36% 28.39%
4 20.74% 20.74% 20 24.71% 24.60%
5 28.29% 28.29% 21 28.36% 28.57%
6 35.82% 8.95% 22 2.24% 2.24%
7 37.09% 37.09% 23 8.92% 8.92%
8 3.25% 3.25% 24 11.85% 15.04%
9 36.25% 31.12% 25 31.73% 33.93%
10 34.44% 12.78% 26 8.75% 8.75%
11 18.65% 19.66% 27 30.55% 54.05%
12 37.84% 34.97% 28 13.51% 12.81%
13 28.54% 24.82% 29 31.32% 43.29%
14 6.74% 6.74% 30 9.68% 9.91%
15 19.60% 25.60% 31 16.30% 16.30%
16 8.61% 8.57% 32 40.09% 25.23%

ALL 21.45% 20.99%
Table 1. Class Error Time of the system for the development sessions

Database Main system Post-processing
5 hours 16 minutes 34 seconds 2 hours 53 minutes 16 seconds 33 minutes 30 seconds
Table 2. CPU time required in order to process the development part of the database

noise labeling. By applying the speech segments post-processing the total error is
reduced by 2.15% for the development part of the database, which barely proves
the validity this step. However, if the acoustic events are evaluated individually,
as it is displayed in tables 3 and 4, it becomes clearer how the post-processing
step is decreasing the error. Table 3 shows the error of the proposed system after
the segmentation step with the label post-processing and table 4 shows the error
after the speech segments post-processing.

Error Speech Music Noise
Missed Class Time 4.1% 38.7% 34.5%

False Alarm Class Time 1.1% 4.1% 9.9%
Total Class Error Time 5.19% 42.76% 44.33%

Table 3. Results of the main system for each speech, music and noise independently

As displayed in Table 3, the main source of the segmentation error resides
on the music and noise detection (with 42.76% and 44.33% Class Error Time
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respectively), while the speech labeling obtains good results (5.19%). In the post-
processing step, low level music in the background of speech segments is located,
and the result obtained can be seen in table 4.

Error Speech Music Noise
Missed Class Time 4.1% 26.7% 34.5%

False Alarm Class Time 1.1% 4.3% 9.9%
Total Class Error Time 5.19% 31.02% 44.33%

Table 4. Results after post-processing for each speech, music and noise independently

As it can be seen in Table 4, the post-processing step decreases considerably
the music Missed Class Time, reducing the obtained error by 27%, which proves
the validity of this step for the enhancement of the labeling for music class.

4 Conclusions

This paper describes the system developed by Aholab Signal Processing Lab-
oratory to take part in the Albayzin 2012 audio segmentation evaluation cam-
paign. A model based audio segmentation system that considers seven models
(clean speech, narrow band speech, speech+music, speech+noise, music, silence,
silence+music) has been built. The error made by this system when working
with the development recordings of the database from AragonRadio provided
by Albayzin 2012 organization has been presented and analyzed. A main audio
segmentation system has been built, with a 21.45% of Total Class Error Time
in the development recordings. A post-processing step that analyzes the speech
segments and tries to improve the labeling for music has been added to the main
system, with a 27% improvement in the results for the music class, which trans-
lates in a 2.15% of Total Class Error Time Reduction in the whole system. With
a 5.19% of speech class error, the proposed system presents as a good alternative
to speech extraction in Broadcast Audio.
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