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Solution of an optimization problem with linear 
constraints through the continuous Hopfield 
network (CHN) is based on an energy or Lyapunov 
function 

This approach is extended in to optimization 
problems with quadratic constraints. 

As a particular case, the graph coloring problem 
(GCP) is analyzed. 

 

 

 

 

 



1. Introduction 
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A new energy function that generalizes the function 
proposed by Hopfield and Tank, can also be used to 
solve a 0–1 problem with quadratic constraints; this 
is the case of the graph coloring problem (GCP) 

 

With this mapping and an appropriate parameter-
setting procedure, valid coloring is guaranteed. 



2. The continuous Hopfield network (CHN) 

I 
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2. The continuous Hopfield network (CHN) 

EO(v) is directly proportional to the objective function. 

ER(v) is a quadratic function 
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3. The graph coloring problem 

 From a computational point of view, the GCP is one of the most difficult 
optimization problems; it is an NP-hard problem and the existence of 
efficient heuristic approaches for the general case cannot be assured. 

 

 The GCP looks for the lowest number of different colors that can be 
assigned to the nodes of a graph whereby two nodes cannot share the 
same color if they are linked by an edge. 

 

 

 

 

 

 

 Después aplica las restricciones cuadráticas 
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3. The graph coloring problem 

 From 
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4. Generalized energy function for the GCP 
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5. Parameter setting 
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Remark 1. This parameter-setting depends only on the parameter N, the number of nodes of 

the graph to be colored. 

Taking into account the particular GPC structure, a direct parameter-setting method, based 

on the partition of HC-HF, is used.  

This method does not depend on the linearity of the constraints. 



6. Computational experiments 

 The algorithm proposed obtains one equilibrium point for the 
CHN and is a variable time-step method with a shorter 
convergence time. Moreover, it is robust with respect to the 
initial conditions. 

 The graphs to be colored in these computational experiments 
were chosen from the public library Graph coloring instances 
following the standards of DIMACS 
(http://mat.gsia.cmu.edu/COLOR/instances.html). 

 The quality of the coloring functions obtained was evaluated 
in terms of the performance ratio : 
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6. Computational experiments 
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7. Summary and conclusions 

 In this paper, the generalized energy function we previously 
introduced was used to solve the GCP. 

 This has been presented as an optimization problem with 
quadratic constraints. 

Moreover, to solve the GCP, a set of analytical conditions for 
the CHN parameters has been deduced 
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