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Definition

Given data set: X ≡ {x1, . . . ,xN}, where q-dimensional feature

vector, xi .

N1: unknown number of samples that belong to the class of

interest, Cint .

Cothers : might consist of several subclasses none of which are

of interest.

Cint is assumed to be modeled by a known probability density

function (PDF), fx (x | Cint).
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Problem

The problem is considered as an unsupervised clustering

problem with initially one known cluster.

Solution:

1 Each data sample is assigned a weight factor indicating

likelihood of being from “the others” class.

2 To develop the initial definition of clusters corresponding to

the others class using the weighted unsupervised clustering.

3 Cluster statistics are iteratively refined, and a conventional

relative classifier such as the maximum likelihood (ML)

classifier makes decisions using the cluster statistics.
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Weight Factors
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Computation of Weights
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Estimation of the Number of Samples Belonging to the
Class of Interest

An accurate estimation of N1 is another difficult task.

Objective: to obtain a simple and reasonable estimate which

can produce a meaningful initial cluster definition.

Simplest method: counting the number of samples accepted

by a given significance level, α .

N (α) = (1−α)N1+Nothers
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Estimation of the Number of Samples Belonging to the
Class of Interest

This estimate always produces an over-estimated value.

Degree of over-estimation is significant when there is

insufficient separability between Cint and Cothers .

An appropriate level of α is a priori unknown, but it is

recomended to use a large significance level of α hoping that a

smaller acceptance probability may exclude more samples of

the others class.

Experimental results: over-estimation is not critical to the

performance, but an under-estimated value could be

problematic since it causes nontrivial w̄i1 values and allows

clusters generated in the region where most of the

class-of-interest samples are located.
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Initial Clusters Definition
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Datasets for training and testing

After each iteration of clustering, any cluster with a negligible

effective number of members is deleted since most of the

samples are from C1.

Without the ratio-checking, weights larger than they should be

in some hyperspheres permit generating clusters of Cothers
which would take up significant portion of class-of- interest

samples.

Maite Termenon (GIC) Sesión de Seguimiento 2012 March 9 15 / 24



Partially Supervised Classification
Partially Supervised Classification Using Unsupervised Clustering With Weights

Experiments and Discussion

Development of Class Statistics and Classification

Once the number of clusters and specifications of clusters are

obtained, a conventional supervised clustering procedure can

be started to refine the class statistics.

After convergence, the estimates of Ψ specify the probability

density functions of the clusters which can be used in the

subsequent relative classification.Maite Termenon (GIC) Sesión de Seguimiento 2012 March 9 16 / 24
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Experiments

Simulated data: several bivariate Gaussian data sets are

generated with different degrees of class separability.

Real data: LANDSAT Thematic Mapper (TM) data.

Comparison purposes:

Fully supervised maximum likelihood classifier (“REL-ML”): to

provide the lower bound of classification error which is ever

achievable by the proposed method.

One based on the significance testing (“ABS-SIG”): to provide

the performance result obtainable by a purely absolute scheme

(best significance level is selected manually by testing the

significance level in the interval [0.01, 0.99] in steps of 0.01).

Maite Termenon (GIC) Sesión de Seguimiento 2012 March 9 18 / 24



Partially Supervised Classification
Partially Supervised Classification Using Unsupervised Clustering With Weights

Experiments and Discussion

Simulated Data

Maite Termenon (GIC) Sesión de Seguimiento 2012 March 9 19 / 24



Partially Supervised Classification
Partially Supervised Classification Using Unsupervised Clustering With Weights

Experiments and Discussion

Comparison of Classification Errors

Equation (4) is used to obtain the N1 estimate varying

significance level.

Using the N1 estimate, weights w i1 are computed and used in

the unsupervised clustering to develop clusters corresponding

to the others class. Some clusters are deleted taking into

account (5b) and (6).
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Sensitivity to N1 Estimate

proposed method can be said relatively insensitive to the

significance level.

proposed method is also observed very tolerable on the degree

of over-estimation, however, it is less so on under-estimation
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Real Data

From the ground truth data, four different information classes

are identified.

About 10% of the samples are randomly selected from each

class to serve as training samples.

In the test, each information class is assumed to be the Cint
one by one and the other three as the Cothers .

Information classes are modeled by several subclasses each of

which has the multivariate Gaussian PDF.
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Real Data

Clustering is performed first on the selected training samples

belonging to each information class.

Training samples clustered to each subclass are used to

calculate the mean and covariance of its Gaussian PDF.

In classification, the whole data set is first divided by the ML

classifier into n subgroups where n is the number of subclasses

of a given information class.

For each subgroup, the proposed method is applied to identify

the samples belonging to the corresponding subclass.
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