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Abstract. The Graph Coloring Problem (GCP) is a classical NP-complete
problem for which several approximate solution algorithms have been
proposed: Brelaz algorithm, simulated annealing (SA), ant colony op-
timization (ACO). This paper reports empirical results on the GCP
over a collection of graphs of some approximate solution algorithms.
Among them, we test a recently proposed Gravitational Swarm Intelli-
gence (GSI). Results in this benchmarking experiment show that GSI
performance compares well to other methods.
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1 Introduction

The Graph Coloring Problem (GCP) is a classical combinatorial optimization
problem which is of NP-complete complexity [10,14,15,20,21]. The GCP consists
in assigning a color to the nodes of a graph with the restriction that any pair
of nodes that are linked can’t have the same color. The chromatic number K is
the minimum number of colors needed to color the graph. Classical algorithms
to solve GCP are deterministic search algorithms [8,7,2]. Heuristics and random
search allow to obtain approximations to the optimal solutions in bounded time.
Recent approaches have applied Ant Colony Optimization (ACO) [11], Particle
Swarm Optimization (PSO) [13], and Swarm Intelligence (SI) [27,31].

The bee hives [1], ant colonies [12] and flocking birds [9,29,30] are examples of
swarms, whose global spatial configuration and dynamics can be interpreted as
working in a cooperative way towards solving a problem. In SI models, the emer-
gent collective behavior is the outcome of a process of self-organization, where
the agents evolve autonomously following a set of internal rules for its motion
and interaction with the environment and the other agents. Intelligent complex
behavior appears from simple individual behaviors. An important feature of SI
is that there is no leader agent or central control.

Diverse methods have diverse representations of the problem. ACO approaches
make a correspondence between colors traveling over the graph and ants. The
space for the motion of the agents is the topology defined by the graph, with-
out any physical correspondence. In PSO, agents contain a full solution of the
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problem and exploration is made by generating perturbations around known so-
lutions. In SI graph nodes correspond to agents traveling in a space towards a
color coded goal.

The remaining of the paper is organized as follows: section 2 reviews the
methods used in the comparison. Section 3 describes the generation of test graph
instances. Section 4 give experimental results showing the accuracy finding the
solution, computational cost measured in algorithmic iteration steps and time in
seconds . Finally, section 5 gives some conclusions and our lines for future work.

2 Graph Coloring Problem methods

We have implemented 5 GCP solving methods as described in the literature:
Backtracking, DSATUR, Tabu Search, Simulated Annealing and Ant Colony
Optimization. These methods have been proved individually to solve the GCP,
but we have not find a direct comparison between all of them. We have developed
a new algorithm called Gravitational Swarm Intelligence [26] that is included in
this comparison, after proving that our algorithm works with the GCP. This
algorithm used new methods of optimization in the artificial intelligence field
[6,5]. A brief description of each algorithm follows:

1. Backtracking is a greedy but exhaustive algorithm that explores all the
search space and always return the optimal solution if it exists. As the GCP is
a NP-complete problem we can use backtracking only in small size problems
or especial graphs like the mycielsky graphs [22]. This algorithm is deter-
ministic, so always return the same solution for the same graph instance.
Backtracking is no useful with medium size or big graphs, because it needs
a huge computational time.

2. DSATUR (Degree of Saturation): this algorithm developed by Brlaz [2] is
a greedy backtracking algorithm but does not explore exhaustively all the
search space. It looks for the biggest clique in the graph and fix the initial
number of colors needed to color it. Then starts the search to determine the
color of the remaining nodes of the graph. The clique of a graph [3] is a subset
of its vertexes such that every two vertexes in the subset are connected by
an edge. It will be necessary at least the same number of colors k as the
clique degree to color the graph, that is the reason of the algorithm’s name
“degree of saturation”.

3. Tabu Search (TS): it is a random local search with some memory of the
previous steps, so the best solution is always retained while exploring the
environment [24]. TS needs a great amount of memory to keep the solutions
visited, and if the tabu list is big, it will need so much time to search in the
tabu list indeed. A full solution of a big problem can imply a lot of data to
keep so could be a limitation in the GCP.

4. Simulated Annealing [28]: inspired in the annealing performed in metallurgy,
this probabilistic algorithm finds solutions randomly. If a solution is worse
than the previous solution it can nevertheless be accepted as the new solu-
tion with a certain probability that decreases with a global parameter called
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temperature. At the beginning the temperature is big and almost all the
solutions are accepted, but when the temperature cools down, only the best
solutions are selected. This process allows the algorithm avoid local maxi-
mum. This algorithm has a big handicap when applied to solve the GCP,
because there are a lot of neighboring states that have the same energy value.
Despite this handicap, Simulated Annealing algorithm provides state-of-the-
art results for this problem[23].

5. Ant Colony Optimization (ACO): we have build an implementation following
[11] where we have n ∗ n ants making clusters around the colors. We have n
ants in each of the n vertexes. Each ant is labeled with a randomly selected
color, and the color of a vertex is equal to the color of the maximum size
group of ants of the same color in this vertex. In each step, the ants that
have a different color of the vertexes color moves through the edges to the
neighbors. With the exiting ants and the new coming ants, the color of each
vertex is again evaluated until the problem is solved.

6. Gravitational Swarm Intelligence (GSI): this algorithm is inspired in the
Gravitation physic law of Newton, and the Boids swarm of Reynolds [29]. The
gravitation law has been previously used in Swarm Intelligence [25], different
from the GSI formulated for GCP in [27] which does not try to mimic exactly
a physical system obeying Newton’s law. An intuitive description of the
algorithm follows. The GSI for GCP consists in a group of agents representing
the vertexes moving in a world where the colors are represented as goal
locations that exert an attraction to the agents. When an agent arrives at a
goal, it can get that goal color and stop moving if there are no other agents
than can’t have the same color for the GCP definition, called enemies. The
flowchart of figure 1 shows the internal logic works of each GSI agent .
Initially a random position is selected for each agent. Depending on the
position of the agent and the color goals, it moves toward the nearest goal
until reaches a position inside the circle around the color goal defined a
given radius.This circle is the region of the space where the agents stay
still after getting a color. If two agents can’t have the same color, we call
them enemies. If there are enemies in that goal, the agent try to expel the
enemies outside the goal to a random position. An enemy can be expelled if
its internal parameter Confort = 0. The Confort on an agent inside a goal
grows with time. If the Confort of the enemies is greater than zero then the
enemy Confort decreases one unit and the agent is expelled to a random
position and start again. Otherwise the agent holds the goal color position
and stops moving. If all the agents are stopped then the algorithm has solve
the problem.

3 Instances of the problem

We have implemented a graph generator to have our own graph families with
specific features, that will help to tune the algorithms. Using Kuratowski’s theo-
rem [17][18] we have create five families of planar graphs, increasing the number



4 Israel Rebollo-Ruiz and Manuel Graña

Fig. 1. SI Agent behavior flowchart for GCP

of nodes and vertexes regularly, stating with 50 vertexes and 100 edges and
finishing with 250 vertexes and 500 edges. The planar graphs upper bound for
the chromatic number is 4 [19]. Kuratowski’s theorem is useful to built regular
planar graphs, but we have the limitation that we only know the upped bound
of the chromatic number, but no the chromatic number.

For validation, it’s a good idea to use well-known benchmarking graphs,
whose chromatic number is known. For graphs whose chromatic number is un-
known the algorithm validation comes from the comparison to other graph col-
oring algorithms [32,4]. We have test our algorithm in previous works [27] with
instances of Mycielsky graphs [22], and the DIMACS graphs [15,16], but in this
paper we go further with more explicit problems, and bigger families. In Table
1 we show the features of the graphs used in our test

Table 1. Experimental graph tested features.

Graph name #nodes #Edges Density K

kuratowski 50x100 (10) 50 100 0.5 4
kuratowski 100x200 (10) 100 200 0.5 4
kuratowski 150x300 (10) 150 300 0.5 4
kuratowski 1200x400 (10) 200 400 0.5 4
kuratowski 250x500 (10) 250 500 0.5 4

We have a total of 50 graph grouped in 5 families. The deterministic algo-
rithms Backtracking and DSATUR has been tested once for each graph (because
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are deterministic) and letting them 106 steps. The non deterministic algorithms
have been tested 30 times for each graph, and letting them 5.000 steps before
stopping them, except for the Simulated Annealing algorithm that is faster and
lest complex so we let it 50.000 steps.

4 Experimental results

We have made experiments with randomly generated graphs generated. We have
implemented all the algorithms using Visual Basic .Net, thus building a GCP
suite that will be made public for independent validation of our claims. The
graph generator is also been included in this suite to allow other researchers
to generate theirs own graphs and solve then with one of the sixth methods.
The implementation can be found in http://www.ehu.es/ccwintco/uploads/
b/be/Swarm.rar.

We have implemented all these algorithm because we desire to perform com-
parison of the GCP solving methods on new graph instances, instead of using
result published in the literature, and also because is difficult to find a work-
ing implementation of this algorithms. The programing language, the computer
used or even the structures used in the implementation can made a big differ-
ence between different works. All the experiments have been run in the same
computer.

4.1 GSI implementation

Even though, our algorithm is about SI agents moving around the search space,
we haven’t use any parallel implementation, even though we claim that our
algorithm is scalable. At each time step all the SI agents motion is evaluated.
After each time step, the cost function must be evaluated to see if the problem is
solved or not. We have two time reference units, the standard hours, minutes and
seconds to compare with other algorithms and the iteration steps to compare
experiments over the same graph. The real computing time can change from
one computer to another, but the steps will be always the same. When we are
evaluating the next position of a SI agent in the step t, we take into account
the position of the other SI agents in the step t − 1. All the implementations
have been made using the same developing language and trying to use the most
homogeneous data structures.

We have arbitrarily defined a 100 x 100 toric world. The goal radius and
Comfort parameters have been adjust in order to have better results.. The goal
radius has been set to 30 points and the goals have been deployed equidistant in
a imaginary circle. The comfort has been set to 4. With this value the algorithm
is dynamic enough to get good results. These parameter have been selected
empirically. The speed is normalized between [0,1] so is no need to change the
agents speed. We have seen that if the goal radius is small and the number of
agents is big the convergence is slow, as we expected. The same happens with the
comfort. We have demonstrate empirically that our algorithm is scalable because
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have almost the same result for the five families. We haven’t have exactly the
same results for round errors.

4.2 Results

In table 2, 3, 4 and 5 we show a cloud of points corresponding the percentage of
success for each method in each graph. Each table there are results of ten graph
instances with the same number of vertexes and edges. The deterministic BT
and DSATUR algorithms with only 1 execution have a success of 100% or 0 %.
The Backtracking and DSATUR algorithm achieved the same result for almost
all the instances.

Table 2. Graph coloring results for the kuratowski graph instances of size 50 × 100.

Table 3. Graph coloring results for the kuratowski graph instances of size 100 × 200.

We can see that GSI algorithm is not the best one in some cases, but is always
between the best ones. And when the problem becomes more difficult is the only
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Table 4. Graph coloring results for the kuratowski graph instances of size 150 × 300.

Table 5. Graph coloring results for the kuratowski graph instances of size 200 × 400.
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method that still obtains good results. The GSI algorithm has a high level of
scalability and for this reason the size of the problem doesn’t affect too much to
the results. The SA algorithm is the best for small instances but it’s accuracy
decreases with the size of the problem. The ACO like our GSI algorithm should
had a stable behavior, but get poor results, and the size of the problem affects it
behavior. Other problem with ACO is the computation time requirements, when
the graph size grows the time consumed increases very fast, making this ACO
implementation useless for big graphs. Finally, the TS gets very bad results in
almost all the situations and it also very expensive in computation time.

Fig. 2. Average time evolution between families in steps.

Figure 2 shows the average evolution time in steps of the experiment for
each graph family and method. We have normalized the number of steps to
5.000 and show them graphically. We can see that SA is the fasted in small
instances, but GSI is the fastest with a big difference when the problem start
to grow. The Backtracking, DSatur, Tabu Search and ACO algorithms needs
about the same number of steps for each graph family. The steps need to solve
the problem increases very fast when the problem went difficult. It appears from
this experiment that GSI provides good approximate solutions in linear time.

Even though we always are speaking about steps instead of time in sec-
onds,the ACO method is too slow. Among the other five, SA and GSI are the
fastest. In figure 3 we can see the evolution of average time in seconds of the
experiments grouped by graph instance size. For a clear vision of the results, we
have set a maximum value of the ordinate axis of 40 seconds, saturating the plot
when the algorithm time goes over this number. The ACO needed more than
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600 seconds for the two biggest families. The GSI needs little time, but more
than the SA. This is because, even though our algorithm is scalable, the imple-
mentation haven’t take into account this important feature that would make the
GSI the fastest algorithm.

Fig. 3. Average time evolution between families in seconds.

5 Conclusions

We have build a GCP suite for testing six different GCP solution methods. We
have added to this suite two graph generators, one for regular planar graphs and
other for hard 3-color-able graphs. We have tested all the methods with groups
of graphs of increasing size.

We have seen that the stochastic Simulated Annealing is the fastest and the
most successful method for small graphs. When the size of the graphs grows, SA
starts to have problems to find a solution, but is remains the fastest method. If we
haven’t been comparing graph with a strict restriction of time and stooped, we
will have achieved better results. The GSI approach is among the best methods
for small graph and is the best for big graphs, because of its scalability features.
The ACO algorithm is very slow and has obtained quite poor results. The Tabu
Search it the worst algorithm for this problem and the most time consuming.

Future work will be directed to test the approaches on the Mizuno’s graphs
[21] and also a bigger group of graph families to continue comparing. We also
want to seek for other methods of coloring to add to our suite.
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