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a b s t r a c t

Much research has explored the extent to which statistical computations account for the
extraction of linguistic information. However, it remains to be studied how language-
specific constraints are imposed over these computations. In the present study we investi-
gated if the violation of a word-forming rule in Catalan (the presence of more than one mid
vowel within a word) may interfere with word extraction by statistical computations.
Catalan native adult participants were presented with a continuous speech stream
composed of trisyllabic nonsense words that violated this linguistic constraint. In a subse-
quent test, participants did not recognize the words from matched foils. Nevertheless, the
same words were recognized if the test comprised foils that never appeared during
familiarization, or if both words and foils were presented visually. Results suggest that
background linguistic knowledge modulates the recognition of statistically-coherent
words, but not the on-line computations leading to their extraction.

! 2010 Elsevier Inc. All rights reserved.

Introduction

Tracking distributional regularities from the environ-
ment is a fundamental process for organizing stimuli at all
levels. This idea was already an important aspect in the
work of earlier comparative psychologists (e.g. Rescorla &
Wagner, 1972), and the extent towhich it provides the basis
for higher mental processes is at the core of many current
debates in Cognitive Sciences. The field of language process-
ing has also been the ground for such debates. Influential
studies have demonstrated that both adults and infants
can compute simple statistics over syllables to extract
groupings with high statistical coherence from an acousti-
cally continuous speech signal (Saffran, Aslin & Newport,
1996; Saffran, Newport & Aslin, 1996). In natural languages,
syllables forming words have a higher probability of

appearing together than syllables spanning word bound-
aries. This ability to track statistical regularitieswouldputa-
tively help to segment words from speech in the absence of
any lexical knowledge (e.g. Saffran, 2003). It has been dem-
onstrated that participants prefer statistically-coherent
nonsense words than similar foils after being familiarized
with an artificial speech stream containing only statistical
cues to signal the beginning and ending of words (Saffran,
Aslin & Newport, 1996). Thus, it has been proposed that
a mechanism tracking statistical regularities among
syllables can provide a foothold on the problem of speech
segmentation.

Importantly, the computations involved in the extrac-
tion of statistical regularities are both domain and modal-
ity general (see Aslin & Newport, 2008 for a review). That
is, they are not only restricted to language, but seem to
be the product of a general-purpose mechanism that can
be applied to almost any kind of stimuli. However, when
humans use such mechanism to segment speech, it seems
to be influenced by an array of linguistic features including
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prosody (Shukla, Nespor, & Mehler, 2007), coarticulation
(Fernandes, Ventura, & Kolinsky, 2007), information pro-
cessing capacities (e.g. attention, Toro, Sinnett, &
Soto-Faraco, 2005), and by previous linguistic knowledge
in the form of phonotactic constraints (Finn & Hudson
Kam, 2008). To begin with, knowledge about statistical
coherence within a speech stream seems to be easily
overridden by simple prosodic cues. Shukla and collabora-
tors (2007) showed that adult participants in an artificial
language learning experiment could not easily recognize
statistically-coherent nonsense words spanning intona-
tional contours. Similarly, adult participants seem to prefer
coarticulation cues over statistical regularities to mark
word boundaries (Fernandes et al., 2007); and statistical
information is not readily extracted from all elements with
the same ease, as certain phonological representations
(consonants) are preferred over others (vowels) as the
target of statistical computations (Bonatti, Peña, Nespor,
& Mehler, 2005, but see Newport & Aslin, 2004). So, even
though it has been demonstrated that statistical informa-
tion present in speech can be readily tracked, it is still an
open issue the extent to which it is actually used as a
reliable cue for word segmentation when it is not com-
bined with other sources of linguistic information (Casillas,
2008; Gervain & Mehler, 2010; Yang, 2004).

A considerable amount of research has been devoted to
understanding the integration of different cues in the early
stages of language learning. Infant studies on word seg-
mentation demonstrate that, in English, prosodic cues are
very useful for segmentation purposes (likely due to the
trochaic bias of the language). These cues can be reliably
used as early as 7.5 months of age to extract disyllabic
words from connected speech, (Johnson & Jusczyk, 2001;
Jusczyk, Houston, & Newsome, 1999). Evidence of this abil-
ity in French-learning infants at the same age has not been
found, suggesting that early rhythmic biases could be
guiding later segmentation abilities (Nazzi, Iakimova,
Bertoncini, Frédonie, & Alcantara, 2006). When the use of
stress cues for speech segmentation is pitted against the
use of statistical cues, results show that by 7 months of
age infants rely more heavily on statistics (Thiessen &
Saffran, 2003). But, by 11 months, infants use prosody as
the preferred marker of word boundaries (Johnson & Seidl,
2009), suggesting a gradual integration of different seg-
mentation cues. In fact, even in laboratory settings, infants
can learn to use stressed syllables as relevant features of
words and their boundaries (Curtin, Mintz, & Christiansen,
2005; Thiessen & Saffran, 2007). Thus, from an early age,
information about statistical dependencies between sylla-
bles seems to be integrated with other sources of relevant
information regarding the parsing of the speech input.

To have a more complete picture of how statistical pro-
cesses operate over linguistic stimuli, it is also necessary to
establish how previous knowledge influences the extrac-
tion of new statistical regularities by adults, once develop-
ment has been completed and all processing capacities are
operating. A way to approach this issue is to assess how
successful participants are at tracking dependencies in an
artificial speech stream after they have learned similar
dependencies in a previous stream. Results of studies
taking this approach are mixed. While Weiss, Gerfen, and

Mitchel (2009) reported that adult participants success-
fully segment two streams only when indexical cues help
to discriminate them, Gebhart, Aslin, and Newport (2009)
found that participants readily recognize the words
forming the first speech stream, but not those forming
the second (unless explicit instructions regarding the
existence of two different languages, and 30 s of silence
were introduced between languages).

A second way to approach the effects of previous knowl-
edge on the extraction of statistical regularities is to explore
how the listener’s native language constrains the extraction
of novel distributional regularities. Finn and Hudson Kam
(2008) advanced in this direction by showing that English
speakers did not prefer nonsense words over foils when
these words began with a consonantal cluster that violated
phonotactic rules in English (e.g. /tfobu/). In their study the
authors presented participants with a stream of nonsense
words containing either valid (Control group) or invalid
(experimental group) English onsets. While participants
in the control group correctly segmented the stream, par-
ticipants in the experimental group did not. Results thus
showed that the presence of word onsets violating phono-
tactic rules prevented participants from correctly segment-
ing the stream using statistical computations, as linguistic
knowledge interfered with the extraction of distributional
information.

However, aspects in the stimuli used by Finn and
Hudson Kam (2008) warrant further explorations of the
interaction of linguistic knowledge and the extraction of
statistical regularities. Across languages, onset clusters
such as /tf/, /bt/, and /ps/ tend to be universally dispre-
ferred in comparison to clusters such as /pl/, /kr/, /tw/
(Greenberg, 1978). Some proposals claim that this pattern
is due to domain-general restrictions on auditory percep-
tion (Ohala, 1990), while others emphasize universal con-
straints in the sound structure of languages (Berent,
Lennertz, Smolensky, & Vaknin-Nusbaum, 2009). The dif-
ference in sonority (partly correlated to the difference in
physical energy) between the speech sounds forming the
cluster can explain differences in preferences (Berent,
Steriade, Lennertz, & Vaknin, 2007). Crucially, the clusters
in the words rejected by the participants in the experimen-
tal group in the study by Finn and Hudson Kam (2008) had
different sonorities from the clusters in the words seg-
mented by the participants in the control group. Therefore,
the clusters in the experimental group could be dispre-
ferred as compared to the clusters present in their control
group because of factors not related to the extraction of
statistical regularities during the experiment. This distinc-
tion is central to identify how either language-specific, or
more universal language knowledge, constrains statistical
computations. Closely related to this difference in prefer-
ences, the probability of an English word boundary occur-
ring within the clusters forming the words used in their
experimental group was very high (on average, 0.8) mak-
ing it difficult to recognize these sequences as words, while
the opposite was true for the words in the control group
(on average, 0.3), making it more likely that they could
be recognized as valid word candidates. While some pho-
notactic knowledge can be acquired through the extraction
of statistical dependencies (Onishi, Chambers, & Fisher,
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2002), it is not clear if participants were using the transi-
tional probabilities between phonemes in their language
to segment the stream. That is, results reported so far have
clearly demonstrated an effect of invalid onset clusters
over word recognition. But it is still unknown how previ-
ous language-specific knowledge interacts with statistical
computations, as there is the possibility that universal
preferences are playing a substantial role. Even more, it
is important to dissociate the effects that linguistic
background might have over the on-line computation of
statistical dependencies and over the recognition of
already-segmented words.

Thus, the studies reviewed so far have shown that sta-
tistical information interacts with several different sources
of information. Both statistical regularities extracted
within a laboratory setting, and more universal linguistic
preferences seem to affect subsequent learning of distribu-
tional dependencies among syllables. Linguistic knowledge
may interfere with how syllables are grouped at three dif-
ferent levels: (1) by imposing constraints on which combi-
nations are considered as valid word onsets (Finn &
Hudson Kam, 2008); (2) by filtering valid word candidates
once distributionally coherent sequences are extracted by
statistical computations (as in Shukla et al., 2007), or by
(3) imposing reliable competing segmentation strategies
which are favored over statistical computations (see
Norris, McQueen, Cutler, & Butterfield, 1997, for an empir-
ical demonstration of the possible-word constraint). In the
present study we try to move this issue forward and disen-
tangle the level at which specific linguistic constraints are
implemented when a listener is extracting distributional
information from a new speech stream. We approach this
issue focusing in two relevant aspects. First by trying to
dissociate the effects of universal and language-specific
constraints. And second, by determining whether these
constraints are operating at the ‘‘speech segmentation’’ or
the ‘‘word recognition’’ level. Importantly, segment combi-
nations in the present study only violated word-forming
constraints specific to the participants’ native language,
and involved phoneme combinations that did not violate
universal phonemic restrictions and preferences (see be-
low). The current experimental series also departs from
previous works in two important aspects. First, most stud-
ies on how other sources of information constrain statisti-
cal processes have been performed with English speakers,
which makes it necessary to explore the performance of
speakers of other languages to asses both language-specific
and language-general constraints on statistical computa-
tions (see Toro, Sebastián-Gallés, & Mattys, 2009; Tyler &
Cutler, 2009). In the experiments reported in the present
work, participants’ native language was Catalan (a
Romance language). Second, and more importantly, in the
present study we implemented linguistic constraints not
at the segmental, but at the word level. More specifically,
we explored if segmental combinatorial rules on word
formation that are specific to the participants’ native
language may ‘‘filter out’’ statistically-coherent groups of
syllables to be considered valid lexical candidates.

For this, we took advantage of vowel reduction in Cata-
lan. In languages that reduce vowels (such as English), un-
stressed vowels are reduced, usually to schwa. In Catalan,

this constraint only applies to mid and low vowels: they
can only appear in stressed positions, otherwise, they are
reduced. In the word ‘‘dirigent’’ [di|iZ’en] (leader), the vo-
wel /e/ is not reduced because it is stressed. But in the
word ‘‘escoltar’’ [Eskul’ta] (to listen), all the vowels but
the stressed vowel /a/ are reduced. Similar examples in-
clude words like ‘‘dependent’’ [dEpEn’den] (salesman)
where stress is on the last syllable, and all other vowels
are reduced, and ‘‘pastanaga’’ [pEstE’nagE] (carrot) where
only the penultimate /a/ is not reduced, as is located in
the stressed position. More generally, in unstressed sylla-
bles, the vowels /o/ and /O/ are reduced to [u], and the vow-
els /a/, /e/ and /e/ are reduced to [E]. The vowels /i/ and /u/
are not reduced. For instance, the stressed vowel [e] in the
word ‘‘verd’’ [ber] (green) is reduced to [E] in the morpho-
logical derivation ‘‘verdós’’ [bEr’ºos] (greenish), and the
vowel [O] in the word ‘‘ploure’’ [pl!¿urE] (to rain) is reduced
to [u] in ‘‘plovent’’ [plu’ben] (raining) (Wheeler, 2005).
Because of this, no more than one unreduced mid or low
vowel can appear in a morphologically simple word. Creat-
ing nonsense words that either comply with or violate such
word-forming constraints can result in two possible out-
comes. First, statistical computations may produce word
candidates that are preferred to foils because of their
strong distributional coherence, with small influences from
other sources of information besides universal restrictions
in phoneme combinations. On the other hand, language-
specific knowledge may filter out unlikely word candi-
dates, making it more difficult for participants to prefer
them to foils. In Experiment 1a we presented participants
with an artificial speech stream composed of words violat-
ing a Catalan suprasegmental rule on word formation.
With this experiment we wanted to test if participants
could recognize statistically-coherent items, even though
they violate a given constraint in their native language.
In Experiments 1b and 1c we explored the level at which
previous linguistic knowledge might be influencing the
extraction of statistical dependencies between syllables
by presenting participants with test foils that never
appeared during familiarization, or with written test items.
Finally in Experiment 2a, to ensure participants could
extract coherent words when they did not violate any
linguistic constraint, all words composing the stream were
well formed according to the rules of the participants’ na-
tive language. In order to explore if results were not due to
any a priori preference for a given set of test items, we also
ran Experiment 2b, in which participants were presented
during familiarization with the same set of syllables as in
Experiment 2a, but arranged in a completely random
manner.

Experiment 1a. Words violating language-specific
constraints

Participants

Eighteen Psychology students from the Universitat de
Barcelona participated in this study for course credit. They
were native Catalan speakers. None of them reported hear-
ing deficits.
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Stimuli

We created an artificial speech stream by concatenating
four nonsense CVCVCV trisyllabic words. Each of the words
was composed of three mid-vowels, including open-mid
[e] and [O], and close-mid [e] and [o] vowels (see Table
1). As mentioned, mid-vowels in Catalan are always
stressed, so no more than one can occur in a given morpho-
logically simple word. Therefore all four nonsense words
composing the stream violated word-forming constraints
in the participants’ native language. A female native Cata-
lan speaker produced in isolation a series of four tokens of
each syllable. After one of these tokens was selected, the
syllables were normalized for mean duration (280 ms),
mean pitch (175 Hz), and intensity (56 dB) using Praat
software (Boersma & Weenink, 2009). They were then con-
catenated at their zero crossings into a continuous speech
stream that contained no acoustic cues regarding the
beginning or ending of the words. Each word was pre-
sented 214 times, with the only restriction that no imme-
diate repetitions were allowed. Thus, the probability that
any given syllable was followed by another was 1.0 within
words, and 0.33 between words. The resulting stream
lasted a total of 12 min. Eight trisyllabic test items were
also created. These consisted in the four ‘‘words’’ that com-
posed the stream (/bedOpe/, /temose/, /mObeno/ and /
dotekO/), and four ‘‘part-words’’ created by concatenating
the last syllable of a word and the two first syllables of an-
other, resulting in the items /pemObe/, /sedote/, /nobedO/
and /kOtemo/. Importantly, both words and part-words
were formed by three different mid-vowels and three dif-
ferent consonants. Therefore, only information about tran-
sition probabilities could be used as a cue to segment this
stream. Each test item lasted 840 ms.

Procedure

Participants were tested individually in a sound-
attenuated room. They were told they would listen to a
Martian language, and their taskwas simply topayattention
to it. Participants were presented with the continuous
speech stream through headphones for 12 min. Immedi-
ately after the presentation of the stream they were given
a 2-alternative forced choice (2AFC) test. They were
presented with two test items (a word and a part-word)
separatedby500 ms. Theywere asked topress a key indicat-
ing whether the first (‘‘1’’) or the second (‘‘2’’) word they
heard was more likely to belong to the Martian language
they heard before. Each of the fourwords in the streamwere
matched with four part-words for a total of 16 test trials.
Order of presentation was counterbalanced.

Results and discussion

Responses were converted to a percent of correct re-
sponses and averaged across participants. Performance in
the 2AFC test was not better than chance (46.5%, SD =
15.3; t(17) = 0.96, p = .35; see Fig. 1). Thus, participants
did not prefer words to part-words, suggesting that the
violation of the word-forming constraint in their native
language prevented the use of statistical information alone
as cue to creating new word candidates. Nevertheless, Finn
and Hudson Kam (2008) showed that participants in their
study did recognize the words violating English phonotac-
tic constraints when they were paired with words that did
not occur at all during familiarization. There is thus the
possibility that participants in our experiment may also
recognize the words if they are pitted against syllable com-
binations that did not appear during familiarization. If so, it
would suggest that violation of language-specific word-
forming rules do not completely prevent the formation of
statistically-coherent syllable groupings, but rather makes
it more difficult to later recognize them. We thus pre-
sented new participants with exactly the same familiariza-
tion speech stream as in Experiment 1a, but this time the
words during the test were paired with non-words, that
is, with syllable sequences that had not appeared during
familiarization.

Experiment 1b. Words versus non-words

Participants

Eighteen Psychology students from the Universitat de
Barcelona participated in this study for course credit. They
were native Catalan speakers. None of them reported hear-
ing deficits, and none of them participated in Experiment
1a.

Table 1
Nonsense words used to create artificial speech streams
in the present study.

Experiment 1 Experiment 2

bedOpe bedupE
temose timuse
mObeno mobinu
dotekO duteki

Fig. 1. Mean percentage of correct responses and standard error in
Experiments 1a, 1b, 1c and 2a. Chance level is at 50%. Participants
in Experiment 1a did not prefer words forming the speech stream to foils.
In Experiment 1b, performance improved when words were tested
against non-words. Participants in Experiment 1c also correctly identified
the words from the part-words when test items were presented visually.
Finally, in Experiment 2a participants segmented a speech stream made
of well-formed words.
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Stimuli

The familiarization streamwas identical to the one used
in Experiment 1. The only difference is that during test, the
words (/bedOpe/, /temose/, /mObeno/ and /dotekO/) were
paired with non-words. These were syllable sequences that
did not appear in the familiarization stream, and were cre-
ated by concatenating syllables composing the words, or-
ganized in sequences that never were presented to the
participants during familiarization (/pemodo/, /notemO/, /
sedObe/ and /kObete/).

Procedure

The procedure was the same as in Experiment 1a.

Results and discussion

Participants preferred words over non-words signifi-
cantly over chance (59.7%, SD = 14.7; t(17) = 2.8, p < .05).
This result was different from that observed in Experiment
1 (t(34) = !2.63, p < .05). That is, even though the words
forming the artificial speech stream violated word-forming
constraints in the participants’ native language, they could
recognize them above chance levels when compared with
words composed by the same syllables, but arranged in se-
quences that were not encountered during familiarization.
Importantly, non-words also violated the same word-
forming constraints as words, so any preference for the
latter reflects that statistical information was extracted
during the familiarization phase as to form coherent
groupings of syllables. This result suggests that the compu-
tation of statistical dependencies among syllables is not
suppressed by background linguistic knowledge. Statistics
seem to be nevertheless computed among syllable se-
quences (as suggested by the preference of words over
non-words). Linguistic knowledge seems to affect the pro-
cess of recognizing those sequences among likely
candidates.

But what is the level at which background linguistic
knowledge is affecting the recognition of the statistically-
coherent words forming the stream? Shukla et al. (2007)
showed participants could not extract statistically-
coherent words from an artificial speech stream if they
straddled prosodic contours. If the words were internal to
the prosodic contour, participants could extract them. This
suggested prosody affected the extraction of word-like
units using statistical information. Nevertheless, Shukla
and collaborators presented participants in a further
experiment with written test items, and found that partic-
ipants correctly recognized words that straddled prosodic
contours during familiarization. The authors concluded
prosody did not override the computation of statistical
dependencies between syllables, but rather filtered its
results. In a similar line, it is important to determine if
the violation of a word-forming rule in Catalan is affecting
participants during the on-line computation of dependen-
cies, or if it is, like prosody, filtering the recognition of what
may be considered valid syllabic sequences. In Experiment
1c we presented participants with exactly the same
familiarization stream as in Experiment 1a, but this time

test items were presented visually, written on the com-
puter screen.

Experiment 1c. Written test items

Participants

Eighteen Psychology students from the Universitat de
Barcelona participated in this study for course credit. They
were native Catalan speakers. None of them reported hear-
ing deficits, and none of them had participated in Experi-
ments 1a or 1b.

Stimuli

The familiarization stream and test items were identical
to the ones used in Experiment 1a. The only difference is
that during test, the words (/bedOpe/, /temose/, /mObeno/
and /dotekO/) and the part-words used during test
(/pemObe/, /sedote/, /nobedO/ and /kOtemo/) were pre-
sented visually instead of acoustically. Participants were
thus presented with a phonetic transcription of the test
items. In the Catalan schooling system children are taught
the phonetic transcription of vowels used in the language.
All participants reported to be familiar with these tran-
scriptions before starting the experiment. In each test trial
the participant was presented with the two test items
written on the computer screen, one on the left side of
the screen and the other on the right side of the screen.
The position of the items in the screen was counter-
balanced.

Procedure

The procedure was the same as in Experiment 1a.

Results and discussion

Participants preferred the words over the part-words
when they were presented visually (59.1%, SD = 6.8;
t(17) = 5.58, p < .005). Performance with the visual presen-
tation of test items significantly differed from performance
when the same items were presented acoustically, as in
Experiment 1a (t(34) = !3.15, p < .005). This suggests that
the on-line computation of statistical dependencies
between syllables was not affected by the fact that statis-
tically-coherent sequences violated word-forming con-
straints in the participants’ native language. If this was
the case, words could not have been preferred over part-
words independent of the mode of presentation (acoustic
or visual). Instead, the effect of background linguistic
knowledge seems to be by-passed by the presentation of
test items in the visual modality. A visual presentation of
the test items seems to have allowed the participants to
use the dependencies learned during familiarization to dis-
tinguish words from part-words. By presenting visual test
items, participants had to read them, likely reducing the
mid-vowels and producing well-formed words in Catalan
that are statistically-coherent as a result of the familiariza-
tion phase. If this interpretation is true further studies
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could explore the possibility that acoustically presenting
test items with reduced vowels should also allow partici-
pants to recognize words over foils. A different interpreta-
tion of the present results is that linguistic constraints are
only imposed by an auditory test phase. That is, the effects
of linguistic knowledge might not be inherent to the pro-
cess, but only imposed by a test phase on the auditory
modality. The fact that participants preferred ill-formed
words over items that did not appear at all during familiar-
ization (Experiment 1b) seems to provide support to this
later interpretation, as constraints were not apparent when
contrasting items in the test phase were very different.
Thus, statistical computations over syllables during famil-
iarization would go unhindered by linguistic knowledge.
Only later, on the word recognition test phase, background
knowledge of what can be consider as a valid syllable com-
bination in the participants’ native language would guide
the preference for sequences with higher statistical depen-
dencies among their syllables.

Finally, to confirm that segmentation of a speech stream
using distributional regularities could be improved by
using words abiding to word-forming constraints in the
participants’ native language, we presented new partici-
pants with a speech stream composed only of words com-
plying with all compositional rules across segments in
Catalan, so no more than one mid vowel was present with-
in each word.

Experiment 2a. Items abiding to word-forming rules in
Catalan

Participants

Eighteen Psychology students from the Universitat de
Barcelona participated in this study for course credit. They
were native Catalan speakers. None of them reported hear-
ing deficits, and none of them had participated in previous
experiments from this study.

Stimuli

We created a continuous speech stream and eight new
test items in exactly the same manner as in Experiment
1. The words composing the stream were composed of
close-mid-vowels [e] and [o], high vowels [i] and [u], and
the schwa [E] (see Table 1). The test items comprised
words (/bedupE/, /timuse/, /mobinu/ and /duteki/) and
part-words used as test foils (/pEmobi/, /sedute/, /nubedu/
and /kitimu/). In order to present test items that were
matched for their statistical dependencies, made by putt-
ing together the last syllable of a word with the two first
syllables of another one, we had to include one item con-
taining two unstressed mid-vowels as a part-word (/sedu-
te/). Item analyses were included to explore differences in
response to this item.

Procedure

The procedure was exactly the same as in Experiment
1a to 1c.

Results and discussion

Participants preferred words to part-words above
chance levels (68.1%, SD = 10.6; t(17) = 7.1, p < .005), sug-
gesting they correctly segmented the speech stream. Re-
sults from Experiment 2a were significantly different
from those from Experiment 1a (t(34) = 4.88, p < .005).
Thus, when the stream is composed of legally-formed
words, Catalan participants correctly segment them as to
prefer the words from the part-word foils. An item analysis
yielded no differences in responses for any of the test items
used during the test (F(3, 68) = 2.09, p = .11). Results from
Experiment 2a were also significantly different from those
observed with written test items (Experiment 1c;
t(34) = 3.05, p < .005). This suggests a general improve-
ment over the recognition of the words once they abide
with all constraints in the participants’ native language.
Nevertheless, one should consider the possibility that this
difference might also reflect the cost of modality changes
from familiarization (auditory) to test (visual). Conway
and Christiansen (2006) showed that it is difficult for par-
ticipants to generalize statistical regularities learned in one
modality into another modality. Participants in our Exper-
iment 1c performed above chance at visually recognizing
words that were originally presented acoustically. Never-
theless, their performance was significantly below that of
participants in Experiment 2a where items were presented
in the same modality in the familiarization and test phases.
More conclusive is thus the fact that there was a significant
improvement in the performance between experiments in
which words did not abide to word-forming rules in
Catalan (Experiment 1a) and that in which words were
well-formed in the participants’ native language (Experi-
ment 2a).

As in many other artificial language experiments, there
is the possibility that the preferences found in the test
phase for a given set of items were not motivated by the
exposure phase but rather were an artifact of the test
phase. In this case, it would be important to investigate
whether the same preferences would be observed when
the exposure phase was composed of randomly organized
syllables or clusters. We ran a further experiment to rule
out the possibility these results were driven by an a priori
preference for the nonsense words used during the test
phase of this experiment. We thus presented new partici-
pants (drawn from the same pool of participants from all
previous experiments) with a speech stream composed of
the same syllables as in Experiment 2a, but arranged com-
pletely at random.

Experiment 2b. Random distribution of syllables

Participants

Eighteen Psychology students from the Universitat de
Barcelona participated in this study for course credit. They
were native Catalan speakers. None of them reported hear-
ing deficits, and none of them had participated in previous
experiments from this study.
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Stimuli

We composed a familiarization stream with the same
syllables as those used in Experiment 2a. Nevertheless, in-
stead of being organized around four trisyllabic words,
they were concatenated randomly. Transitional probabili-
ties between syllables ranged from 0.055 to 0.106. After
listening to this stream for 12 min, they were given the
exact same test as participants from Experiment 2.

Procedure

The procedure was exactly the same as in Experiment
2a.

Results and discussion

Results showed participants did not prefer words to
part-words (52.4%, SD = 9.8; t(17) = 1.1, p = .31). Perfor-
mance in this experiment was different from that in Exper-
iment 2a (t(34) = 4.55, p < .005). Nevertheless, an item
analyses showed differences among participants’ prefer-
ences for different words (F(3, 68) = 3.02, p < .05). In fact,
participants tended to prefer the words when these were
paired with the ill-formed part-word /sedute/ (68%). On
the contrary, participants did not prefer words when they
were paired with any of the other part-words. As could
be expected, in the absence of strong statistical cues that
group together the syllables, participants tend to dis-prefer
words that are not well formed in their language. To fur-
ther explore if results observed in Experiment 2a were
not somehow driven by any familiarization with the sylla-
bles, we ran another experiment in which participants
were presented with the same test phase as in Experi-
ments 2a and 2b, but with no exposure phase. This exper-
iment yielded almost identical results to those observed in
Experiment 2b (50.8%, SD = 7.2). Thus, preference for non-
sense words in Experiment 2a could not be attributed to an
a priori preference for the specific test items used during
testing. Instead, results suggest that participants can cor-
rectly segment the stream composed of words that do
not violate any word-forming rule in their native language.
When nonsense words violate such rules, statistically-
coherent groupings of syllables are not recognized above
chance levels (Experiment 1a).

General discussion

In this study we addressed the extent to which the vio-
lation of language-specific rules in the formation of non-
sense words would affect their segmentation from a
speech stream using statistical information or their subse-
quent recognition. In the present study we disambiguated
the contribution of language-specific knowledge by using
phoneme combinations that are illegal in the participants’
native language but that do not violate general restrictions
on phoneme combinations. We took advantage of word-
forming constraints in Catalan, the native language of the
participants. In Catalan, mid-vowels occur in stressed
positions, otherwise, they are reduced. In Experiment 1a,

results showed that when words composing the stream
violate this rule, that is, when they contain up to three
mid-vowels, participants do not prefer them frommatched
foils in a subsequent test. When words are contrasted with
test items that did not occur at all during familiarization,
participants recognize them (Experiment 1b), suggesting
they have in fact learned some regularities from the
stream. Even more, participants prefer words to part-
words if both are presented visually (Experiment 1c). So
any effect the participants’ background linguistic knowl-
edge may have over the segmentation of the stream seems
to be modulated by the modality of presentation of items.
Finally, in experiment 2a, participants correctly segment
the artificial speech stream once all four words comply
with formation rules in Catalan. The results thus suggest
that language-specific knowledge modulates the recogni-
tion of the word candidates, but very likely does not
compromise the on-line computation of statistical depen-
dencies between syllables during familiarization.

The present set of results extends previous studies
exploring the interaction of the participants’ knowledge
of certain linguistic regularities, and the extraction of novel
statistical dependencies. It has been demonstrated that
speakers know universal restrictions of what can be con-
sidered valid phoneme combinations (Berent et al., 2007,
2009). In the current study, we have demonstrated that
knowledge of word-forming constraints that are specific
to a given language (in our case, Catalan) affects the recog-
nition of statistically-defined words. Importantly, all well-
and ill-formed words across all experiments in the present
study have the same statistical distribution, so differences
in performance cannot be accounted for by any putative
difference across distributions in the exposure material.
Finally, preference for certain test items (as in Experiment
2a) cannot be accounted for by a priori preferences, as was
shown by the control experiment reported above. Such
preference can only be explained in terms of correct seg-
mentation of the stream using statistical information,
without interference from linguistic constraints that
barred possible words.

At what level are word-forming constraints acting in
the present study? One possibility is that knowledge about
word-forming constraints in one’s language is already
helping to segment an artificial speech stream (e.g. Norris
et al., 1997). That is, given that two mid-vowels cannot oc-
cur in a single word in Catalan, participants could be
assigning a word boundary when two mid-vowels oc-
curred adjacently. In Experiment 1a, this would result in
segmenting the stream into monosyllabic words, and
therefore showing no segmentation at all. In fact, in the
study by Finn and Hudson Kam (2008), experimental
words began with consonantal clusters that were not valid
word onsets in English (or that are universally dispre-
ferred, as an alternative explanation). This prevented par-
ticipants from correctly segmenting the words from the
stream, suggesting that phonotactic rules were in fact
modulating the way syllables were grouped, and interfer-
ing with statistical computations. If the rules used in our
study are acting at the same level, results would show that
word-forming information would completely override
statistical cues as a marker of word boundaries. On the
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contrary, it seems to be the case that violations of a word-
forming rule do not interfere with the ‘‘on-line’’ computa-
tion of statistical dependencies between syllables during
familiarization, but with their later selection as valid word
candidates. Remember that rules used in our study are
implemented at the suprasegmental level, and affect how
well formed a word is considered. It thus seems unlikely
they are acting over the very process that groups syllables
into what would be word candidates. The rules we used in
the present study are only meaningful once statistically-
coherent groups of syllables have been extracted from
the stream. Even more, participants in Experiment 1b in
the current study correctly recognize words when they
are pitted against non-words (see also Finn & Hudson
Kam, 2008). It thus is possible that constraints are ‘‘filter-
ing out’’ ill-formed groupings of syllables, in a similar
way as prosodic contours have been proposed to act during
a similar task (Shukla et al., 2007). That is, not by prevent-
ing the extraction of statistical information across syllables
in a speech stream, but rather by selecting later which
groupings would be coherent with prosodic boundaries.
If this is the case in the present study, as results from
Experiments 1b and 1c suggest, statistical computations
would nevertheless be performed over the stream of
syllables, extracting sequences with high distributional
coherence. However, once these sequences are extracted,
language-specific information would reject sequences that
violate a given constraint on word formation.

The extraction of distributional regularities among syl-
lables within a continuous stream has been shown to be
a powerful source of information for the formation of
coherent units (e.g. Aslin & Newport, 2008). The work by
Graf Estes and collaborators (e.g. Graf Estes, Evans, Alibali,
& Saffran, 2007) suggests that young and adult learners can
use syllable groupings extracted via statistical computa-
tions as words. Moreover, infants’ abilities to track fre-
quency information in speech are involved in language
processing at several levels, including the organization of
phonetic categories (Maye, Werker, & Gerken, 2002),
learning non-adjacent morphological dependencies (van
Heugten & Johnson, 2010), and identifying function
words (Gervain, Nespor, Mazuka, Horie, & Mehler, 2008;
Hochmann, Endress, & Mehler, 2010). The present results
showing linguistic filtering during the recognition of valid
syllable sequences contributes to a growing literature that
suggests multi-facet interactions across different levels
during word segmentation. Linguistic rules would help to
select sequences of elements extracted via statistical com-
putations that fit within the appropriate language context
and discard those that do not (e.g. Peperkamp, Le Calvez,
Nadal, & Dupoux, 2006). Thus, these rules would reduce
the elements fed into the system, controlling for part of
the noisy input and helping to solve the problem posed
by the combinatorial explosion of almost-infinitive possi-
ble regularities extracted via statistical computations
among a given set of items.

The extent to which the units resulting from statistical
computations are used as actual words is a concern that
has been raised by both adult (Endress & Mehler, 2009;
Turk-Browne & Scholl, 2009) and infant studies (Johnson
& Tyler, 2010). Our current work departs from this issue

and focus on the extent to which the recognition of these
units is modulated by linguistic knowledge. As such, it
adds to a number of studies suggesting that accessing
dependencies among different elements is constrained
when processing linguistic regularities. These limits may
be completely language-independent (in the sense that
they are not restricted to a given language) as seems to
be the case with prosodic contours (Shukla et al., 2007),
coarticulation (Fernandes et al., 2007), final-word length-
ening (Saffran, Newport, & Aslin, 1996b), and phonological
representations (Bonatti et al., 2005); or they may depend
on learned, specific features of each individual language, as
in the case of suprasegmental rules reported in the present
work. Together, this suggests that during adult speech per-
ception, accessing statistically-coherent sequences of
syllables seems to be subordinated to several sources of
linguistic information. At the same time, the exact nature
of the statistical computations our participants performed
over the streams (whether transitional probabilities, or fre-
quency of co-occurrence) cannot be determined with the
data we have. Aslin, Saffran, and Newport (1998) showed
that infants tend to compute transitional probabilities over
syllable streams. The stimuli used in the present study
allow us to infer that the participants are computing con-
ditional statistics in order to segment the stream. But we
remain neutral to whether these are conditional probabil-
ities or more generally, frequency of co-occurrence. The
fact that such probabilities seem to be nevertheless com-
puted by participants in the present study opens the door
to the possibility that different levels of representation
are used at different moments of the process. It might be
that, during segmentation of the stream, participants are
encoding the probabilities at the phonetic level on short-
term memory. However, when they incorporate these
words into their lexicon, these sequences are encoded at
the phonological level on long-termmemory, being filtered
by language knowledge. Differences at the level of encod-
ing could make it more difficult for participants to recog-
nize the words when presented acoustically (Experiment
1a) than when presented visually (Experiment 1c). It
would also suggests participants are converting phonetic
representations extracted via statistical computations into
phonological representations to add new words into their
lexicon. If so, further studies could tackle the specific rep-
resentations over which statistics are being computed
when applied over linguistic materials.

The present results bear on an on-going debate in the
field of language processing that reflects more general dis-
cussions in Cognitive Sciences. The debate focuses on the
extent to which different sources of information account
for much of stimuli processing. Three of these sources are
especially salient: (i) universal biases (e.g. the iambic–
trochaic law, Bion, Varela, & Nespor, 2011; differences in
sonority among consonant clusters, Berent, Lennertz, Jun,
Moreno, & Smolensky, 2008), (ii) universal learning
algorithms (TPs or bayesian-type computations), and (iii)
previous knowledge (language-specific word-forming con-
straints and valid phonotactics; although there is debate
around the extent towhich these are the results of universal
learning algorithms). The finding that, from an early age,
listeners can track distributional regularities from speech
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in order to segment words from it (Saffran et al., 1996a) has
fueled much interest in the idea that powerful learning
mechanisms may account for much of language processing
(e.g. Bates & Elman, 1996). And recent work suggests their
implementation over certain types of stimuli can be
restricted by general bias (see Endress, Nespor, & Mehler,
2009). The present study aims to further understand how
previous knowledge interacts with universal learning algo-
rithms. Indeed, results suggest that computation of TPs is
very pervasive, and in our case seems to provide a first anal-
ysis of the input. Once this analysis suggests possible word
candidates, language-specific knowledge seems to reject
words that violate Catalan word-forming rules. However,
memory traces for these rejected words are still present,
and can be assessed when written stimuli are presented or
when these words are compared against non-words.

In sum, there is very consistent evidence that statistical
regularities can be extracted from a wide array of stimuli,
including syllables within a speech stream. However, the
recognition of the statistically-coherent sequences ex-
tracted by this general mechanism is constrained when ap-
plied to linguistic signals. In this study, we have provided
data showing that violation of language-specific rules
impedes correct identification of word-candidates result-
ing from statistical computations. More specifically, back-
ground linguistic knowledge restricts what constitutes a
valid word candidate once statistically-coherent groupings
of syllables are extracted from the speech stream.
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